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ACOUSTICAL NEWS—USA
Elaine Moran
Acoustical Society of America, Suite 1NO1, 2 Huntington Quadrangle, Melville, NY 11747-4502

Editor’s Note: Readers of this Journal are encouraged to submit news items on awards, appointments, and other activities about
themselves or their colleagues. Deadline dates for news items and notices are 2 months prior to publication.

New Fellows of the Acoustical Society of America

F. V. Hunt Postdoctoral Research Fellowship
awarded to Xuedong Zhang

The 2004–06 F. V. Hunt Postdoctoral Research Fellowship in Acoustics
was awarded to Xuedong Zhang. Under the fellowship, Mr. Zhang will
undertake a research program at The Massachusetts Institute of Technolo-
gy’s Research Laboratory of Electronics. The subject of his research is on
the understanding of low-frequency human cochlear mechanics. Mr. Zhang
received the B.E. and M.E. degrees from Southeast University in the Peo-

ple’s Republic of China. His Ph.D. thesis is titled ‘‘Cross-frequency coinci-
dence detection in processing of complex sounds.’’

The Hunt Fellowship is granted each year to an ASA member who has
recently received his or her doctorate or will be receiving the degree in the
year in which the fellowship is to be granted. The recipient of the fellowship
is that individual who, through personal qualifications and a proposed re-
search topic, is judged to exhibit the highest potential for benefiting any
aspect of the science of sound and promoting its usefulness to society. Fur-
ther information about the fellowship is available from the Acoustical Soci-
ety of America, Suite 1NO1, 2 Huntington Quadrangle, Melville, NY 11747-
4502. Phone: 516-576-2360; fax: 516-576-2377; E-mail: asa@aip.org; Web:
asa.aip.org/fellowships.html

The 146th meeting of the Acoustical Society
of America held in Austin, Texas

The 146th meeting of the Acoustical Society of America was held 10–14
November at the Renaissance Austin Hotel in Austin, Texas. This is the sixth
time the Society has met in this city, the previous times being 1954, 1964,
1975, 1985, and 1994.

The meeting drew a total of 985 registrants, including 164 nonmembers
and 226 students. Attesting to the international ties of our organization, 131
of the registrants,~that is, 13%! were from outside North America. There
were 28 registrants from Japan, 11 from Germany, 9 from the United King-
dom, 7 from Korea, 6 each from Italy and Norway, 5 each from Australia
and France, 3 each from the Netherlands, Republic of China and Russia, 2
each from Argentina, New Zealand and Switzerland, and 1 each from Bel-
gium, Chile, Czech Republic, Denmark, Ecuador, Finland, India, Ireland,
Poland, Singapore, Spain, and Sweden. North American countries, the
United States, Canada, and Mexico, accounted for 782, 27, and 4, respec-
tively.

A total of 737 papers, organized into 83 sessions, covered the areas of
interest of all 13 Technical Committees. The meeting also included seven
meetings dealing with standards. The Monday evening tutorial lecture series
was continued by Peggy B. Nelson of the University of Minnesota. Her

Abeer Alwan—For contributions to re-
search in speech production and percep-
tion and applications to speech technol-
ogy.

Andrew J. Oxenham—For contribu-
tions to understanding peripheral nonlin-
earity, temporal processing, and percep-
tual grouping.

Xuedong Zhang

Li Deng—For contributions ot speech
processing and recognition, especially
robust recognition of noisy and conver-
sational speech.
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tutorial ‘‘Classroom acoustics’’ was presented to an audience of about 100.
The Short Course on Time Reversal was held on Sunday and Monday and

the course instructors were William A. Kuperman of the Scripps Institution
of Oceanography and Mathias Fink of the University of Paris. Nineteen
registrants attended the short course.

A seminar on Forensic Acoustics was held on Friday, 14 November. A
group of trial attorneys and specialists were present to share their knowledge
in support of expert witness activity. The seminar drew 29 participants.

A Distinguished Lecture titled ‘‘Analysis of community response to trans-
portation noise a quarter century after Schultz~1978!’’ was presented by
Sanford Fidell of BBN Technologies.

A one-day colloquium titled ‘‘Topical meeting on shock waves in medi-
cine,’’ organized by the Technical Committee on Biomedical Ultrasound/
Bioresponse to Vibration, was held on Friday.

The Society’s 13 Technical Committees held open meetings during the
Austin meeting, where they made plans for special sessions at upcoming
ASA meetings, discussed topics of interest to the attendees, and held infor-
mal socials after the end of the official business. These are working, colle-
gial meetings, and all people attending Society meetings are encouraged to
attend and to participate in the discussions.

The equipment exhibit drew 14 exhibitors, and an exhibit opening recep-
tion was held on Monday evening.

The Society held a Job Fair at the meeting, which was organized and
operated by the Career Services Division of the American Institute of Phys-
ics. The job fair drew 20 employers posting 33 jobs, 2 of which conducted
interviews at the meeting. There were 81 job seekers who participated in the
Fair.

The local committee organized two Technical Tours. The tour to National
Instruments~NI! was held on Tuesday, 11 November, and featured a visit to

the NI’s manufacturing facilities and a demonstration of a multichannel-
networked audio measurement system. The tour to the Bates Recital Hall
and Visser-Rowland Tracker Organ was held on Thursday, 13 November.
The tour included a presentation by Dr. Pieter Visser of Visser and Associ-
ates, which built the organ and a demonstration of the organ’s capabilities.
Mr. Charles Boner gave a presentation about the acoustics of the Bates
Recital Hall at the University of Texas.

Social events included the two social hours held on Tuesday and Thurs-
day, a reception for students, a Fellows Lounge and a Fellows Luncheon and
the morning coffee breaks. A special program for students to meet one-on-
one with members of the ASA over lunch, which is held at each meeting,
was organized by the Committee on Education in Acoustics.

A luncheon in celebration of the 25th Anniversary of the F. V. Hunt
Postdoctoral Research Fellowship in Acoustics was held at the meeting with
13 of the recipients attending~see Fig. 1!. The luncheon was also attended
by several guests who have been instrumental in this fellowship program. A
special guest was Thomas Hunt, son of Frederick Hunt, who attended the
luncheon and presented a talk about his father.

The local committee arranged for a special speaker at the Fellows Lun-
cheon, Professor Steven Weinberg of the University of Texas at Austin. Dr.
Weinberg is the recipient of the 1979 Nobel Prize in Physics~see Fig. 2!.

These social events provided the settings for participants to meet in re-
laxed settings to encourage social exchange and informal discussions.

FIG. 1. Attendees at the 25th Anniversary Hunt Fellow-
ship luncheon~l–r!: Anthony Atchley, Thomas Hunt,
Lily Wang, Gregory Sandell, Tyrone Porter, T. Douglas
Mast, Logan Hargrove, Carr Everbach, David Black-
stock, Kenneth Cunefare, Steven Garrett, Ian Linde-
vald, Constantin Coussios, Mark Hasegawa-Johnson,
Mark Hamilton, Constantine Trahiotis, Chao-Yang Lee,
and Wayne Wright.

FIG. 2. Professor Steven Weinberg delivers talk at the Fellows Luncheon.

FIG. 3. ASA President Ilene Busch-Vishniac~1! congratulates Emily
Thompson~r!, recipient of the 2003 Science Writing Award in Acoustics for
Journalists.
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The Women in Acoustics Luncheon was held on Wednesday afternoon and
was attended by over 75 people.

Other special events included a book signing and reception to announce
the newly published book,Concert Halls and Opera Houses: Music, Acous-
tics and Architectureby Leo L. Beranek. Meeting attendees were invited to
attend the reception to celebrate the publication of the book. Dr. Beranek
was present to autograph copies of his book.

ASA President Ilene J. Busch-Vishniac presented three Society awards
and presented certificates to newly-elected Fellows at the plenary session.

The 2003 Science Writing Award in Acoustics for a Journalist was pre-
sented to Emily Thompson for her bookThe Soundscape of Modernity:
Architectural Acoustics and the Culture of Listening in America, 1900–1933
~see Fig. 3!. The President announced the Science Writing Award for Pro-
fessionals in Acoustics that was awarded to Joe Wolfe for his website on
clarinet acoustics.

The Silver Medal in Physical Acoustics was presented to Philip L. Mar-
ston of Washington State University ‘‘for contributions to generalized ray
theories for acoustical scattering, and the acoustical manipulation of fluids to
study fundamental phenomena in fluid mechanics and optics’’~see Fig. 4!.

The Trent-Crede Medal was presented to Sabih I. Hayek of Pennsylvania
State University ‘‘for contributions to the understanding of sound interaction
with submerged structures’’~see Fig. 5!.

President Busch Vishniac introduced Leo Beranek, who had received the

2003 President’s National Medal of Science at the White House the previous
week ~see Fig. 6!.

The election of 21 members to the Fellow grade was announced and
fellowship certificates were presented. New fellows are George L. Aug-
spurger, D. Murray Campbell, Dezhang Chu, Kenneth A. Cunefare, Grant B.
Deane, David R. Dowling, Timothy J. Foulkes, Ronald R. Freiheit, Peter
Gerstoft, John J. Guinan, Jr., John M. Harrison, Steven G. Kargl, Joseph F.
Lingevitch, Thomas J. Matula, James H. Miller, Jeffrey A. Nystuen, Michael
D. Richardson, Brigitte Schulte-Fortkamp, Julius O. Smith, III, Hee-Chun
Song, and Evan K. Westwood~see Fig. 7!.

The President expressed the Society’s thanks to the Local Committee for
the excellent execution of the meeting, which clearly evidenced meticulous
planning. He introduced the Chair of the Meeting, Clark S. Penrod~see Fig.
8!, who acknowledged the contributions of the members of his committee,
including Evan K. Westwood, Technical Program Chair; James E. Stockton,
Deputy to the General Chair; Lorri Polvado, Hotel/Facilities; B. J. Gatlin,
Food Service/Social Events; Leonard Hebert, Audio-Visual; Jan Chambers,
Registration; Carlie Tilly, Accompanying Persons Program, Leonard Hebert
and Richard Garcia, Signs; Joy Whitney, Treasurer. The meeting Chair also
expressed thanks to the members of the Technical Program Organizing
Committee: Evan K. Westwood, Chair; James H. Miller and Peter F.
Worcester, Acoustical Oceanography; Robert H. Benson, Animal Bioacous-
tics; Jack E. Randorff, Architectural Acoustics; R. Glynn Holt, Biomedical
Ultrasound/Bioresponse to Vibration; Courtney B. Burroughs, Education in
Acoustics; Gary W. Elko, Engineering Acoustics; James M. Cottingham and
Wilson Nolle, Musical Acoustics; Brandon D. Tinianov, Noise; Mark F.
Hamilton and Evgenia A. Zabolotskaya, Physical Acoustics; Emily A. To-

FIG. 4. ASA President Ilene Busch-Vishniac presents the Silver Medal in
Physical Acoustics to Philip L. Marston.

FIG. 5. ASA President Ilene Busch-Vishniac congratulates Sabih Hayek,
recipient of the Trent-Crede Medal.

FIG. 6. ASA President Ilene Busch-Vishniac congratulates Leo L. Beranek,
who received the 2003 President’s National Medal of Science in Washing-
ton, DC, on 9 November.

FIG. 7. New Fellows of the Acoustical Society of America.
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bey, Psychological and Physiological Acoustics; Paul J. Gendron, Gary W.
Elko, and Preston S. Wilson, Signal Processing in Acoustics; Peter Mac-
Neilage and Emily A. Tobey, Speech Communication; Courtney B. Bur-
roughs, Structural Acoustics and Vibration; David P. Knobles and Christo-
pher D. Tiemann, Underwater Acoustics.

The full technical program and award encomiums can be found in the
printed meeting program for readers who wish to obtain further information
about the Austin meeting. We hope that you will consider attending a future
meeting of the Society to participate in the many interesting technical events
and to meet with colleagues in both technical and social settings. Informa-
tion on future meetings can be found in theJournal and on the ASA Home
Page at̂ http://asa.aip.org&.
ILENE J. BUSCH-VISHNIAC
President 2003–2004

USA Meetings Calendar
Listed below is a summary of meetings related to acoustics to be held

in the U.S. in the near future. The month/year notation refers to the issue in
which a complete meeting announcement appeared.

2004
24–28 May 75th Anniversary Meeting~147th Meeting! of the

Acoustical Society of America, New York, NY@Acous-
tical Society of America, Suite 1NO1, 2 Huntington
Quadrangle, Melville, NY 11747-4502; Tel.: 516-576-
2360; Fax: 516-576-2377; E-mail: asa@aip.org;
WWW: http://asa.aip.org#.

12–14 July Noise-Con 2004, Baltimore, MD@Institute of Noise
Control Engineering of the USA, Inc., INCE/USA Busi-
ness Office, 212 Marston Hall, Iowa State Univ., Ames,
IA 50011-2153; Tel.: 515-294-6142; Fax: 515-294-
3528; E-mail: ibo@inceusa.org; WWW: http://
www.inceusa.org/NoiseCon04call.pdf#

3–7 August 8th International Conference of Music Perception and
Cognition, Evanston, IL@School of Music, Northwest-
ern Univ., Evanston, IL 60201; E-mail: WWW:
www.icmpc.org/conferences.html#.

20–24 September ACTIVE 2004—The 2004 International Symposium on
Active Control of Sound and Vibration, Williamsburg,
VA @INCE Business Office, Iowa State Univ., 212 Mar-
ston Hall, IA 50011-2153; Fax: 515 294 3528; E-mail:
ibo@ince.org; WWW: inceusa.org#.

15–19 November 148th Meeting of the Acoustical Society of America,
San Diego, CA@Acoustical Society of America, Suite
1NO1, 2 Huntington Quadrangle, Melville, NY 11747-

4502; Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW: http://asa.aip.org#.

2005
16–19 May Society of Automotive Engineering Noise & Vibration

Conference, Traverse City, MI@Patti Kreh, SAE Inter-
national, 755 W. Big Beaver Rd., Ste. 1600, Troy, MI
48084; Tel.: 248-273-2474; E-mail: pkreh@sae.org#.

Cumulative Indexes to the Journal of the
Acoustical Society of America

Ordering information: Orders must be paid by check or money order in
U.S. funds drawn on a U.S. bank or by Mastercard, Visa, or American
Express credit cards. Send orders to Circulation and Fulfillment Division,
American Institute of Physics, Suite 1NO1, 2 Huntington Quadrangle,
Melville, NY 11747-4502; Tel.: 516-576-2270. Non-U.S. orders, add $11
per index.

Some indexes are out of print as noted below.
Volumes 1–10, 1929–1938: JASA and Contemporary Literature, 1937–
1939. Classified by subject and indexed by author. Pp. 131. Price: ASA
members $5; nonmembers $10.
Volumes 11–20, 1939–1948:JASA, Contemporary Literature, and Patents.
Classified by subject and indexed by author and inventor. Pp. 395. Out of
print.
Volumes 21–30, 1949–1958:JASA, Contemporary Literature, and Patents.
Classified by subject and indexed by author and inventor. Pp. 952. Price:
ASA members $20; nonmembers $75.
Volumes 31–35, 1959–1963:JASA, Contemporary Literature, and Patents.
Classified by subject and indexed by author and inventor. Pp. 1140. Price:
ASA members $20; nonmembers $90.
Volumes 36–44, 1964–1968: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 485. Out of print.
Volumes 36–44, 1964–1968:Contemporary literature. Classified by subject
and indexed by author. Pp. 1060. Out of print.
Volumes 45–54, 1969–1973: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 540. Price: $20~paperbound!; ASA
members $25~clothbound!; nonmembers $60~clothbound!.
Volumes 55–64, 1974–1978: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 816. Price: $20~paperbound!; ASA
members $25~clothbound!; nonmembers $60~clothbound!.
Volumes 65–74, 1979–1983: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 624. Price: ASA members $25~paper-
bound!; nonmembers $75~clothbound!.
Volumes 75–84, 1984–1988: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 625. Price: ASA members $30~paper-
bound!; nonmembers $80~clothbound!.
Volumes 85–94, 1989–1993: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 736. Price: ASA members $30~paper-
bound!; nonmembers $80~clothbound!.
Volumes 95–104, 1994–1998:JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. Price: ASA members $40~paperbound!;
nonmembers $90~clothbound!.

Revision List

New Associates

Allen, Donald R., 10001 Anaheim Ave., NE, Albuquerque, NM 87122
Bergman, David R., 46 Green Village Rd., A21, Madison, NJ 07940
Bosch, Lauren A., ChEARS, 6645 Alvarado Rd., 4th Fl., San Diego,

CA 92120
Burton, Thomas E., P.O. Box 232, Hakalau, HI 96710-0232
de Heer, Raymond, C., Animal Sciences Group—Ethology, Wageningen

UR, P.O. Box 338, Wageningen, Gelderland, 6700 AH, The Netherlands
Early, III, Thomas A., 2449 Brussels Court, Reston, VA 20191
Firszt, Jill B., Otolaryngology & Communication Sciences, Medical College

of Wisconsin, 9200 West, Wisconsin Ave., Milwaukee, WI 53226
Friedman, Adam D., 18407 Charity Ln., Accokeek, MD 20607
Gibbons, Joel D., BBN Technologies, 1300 North 17th St., Ste. 400, Arling-

ton, VA 22209

FIG. 8. Clark Penrod, Chair of the Austin meeting, with several members of
the local committee.

SOUNDINGS

1372 J. Acoust. Soc. Am., Vol. 115, No. 4, April 2004 Acoustical News—USA



Gilmour, Sean, Luashbane, Pallasgreen, Limerick, Ireland
Higgs, Dennis M., Biology Dept., Univ. of Windsor, P.O. Box 33830, De-

troit, MI 48232
Hino, Junichi, Mechanical Engineering, Univ. of Tokushima, 2-1 Minami

josan jima, Tokushima, 770-8506, Japan
Horowitz, Seth S., SUNY Stony Brook, Psychiatry, Health Sciences Ctr.,

T-10, Room 086, Stony Brook, NY 11794
Jarzabkowski, Michael J., 955 Mix Ave., #3A, Hamden, CT 06514
Lalime, Aimee L., Arup Acoustics, 2440 South Sepulveda Boulevard, Ste.

180, Los Angeles, CA 90064
Leiderman, Ricardo, Rua Marques de Sao Vicente 96, Bl. B apto 802 Gavea,

Rio de Janeiro, 22451-040, Brazil
Leske, Lawrence A., 2619 Hastings Drive, Belmont, CA 94002-3323
Mellacheruvu, Venkata S., Dept. of Mathematics, DRBCCC Hindu College,

Pattabiram, Chennai, Tamil Nadu 600 072, India
Mikhin, Dmitry, Acacia Research Pty Ltd., 5 Butler Drive, Hen-

don SA 5014, Australia
Mitchell, Kelton D., Miller, Bean & Paganelli, Inc., 6723 Whittier Ave., Ste.

101, McLean, VA 22101
Moore, Robert E., Speech Pathology and Audiology, Univ. of South Ala-

bama, 2000 UCOM, Mobile, AL 36688
Noble, Kevin M., 4020B Clinton Ave., Klamath Falls, OR 97603
Peters, Gustav, Mammal Dept., Forschungsinstitut und Museum Alexander

Koenig, Adenauerallee, 160, Bonn D-53113, Germany
Prevedini, Val J., ASG Telecom, 447 BRd. St., Meriden, CT 06450
Ryodo, Kawasaki, Defense Systems Division, Oki Electric Industry Co.,

Ltd., 4-10-3 Shibaura, Minato-ku, 108-8551 Tokyo, Japan
Sarkar, Kausik, Mechanical Engineering, Univ. of Delaware, 126 Spencer

Laboratory, Newark, DE 19716
Schairer, Kim S., Boys Town National Research Hospital, 555 North 30th

St., Omaha, NE 68131
Schallock, Ryan D., 143 North 8th St., Philomath, OR 97370
Tang, Hsin Min, Pro-Wave Electronics, Corp., 3rd Fl., #4, Ln. 348, Sec. 2,

Chung Shan Rd., Chung Ho City, Taipei Hsien 235, Taiwan
Tufts, Jennifer B., 7057 Carroll Ave., #2, Takoma Park, MD 20912
Watry, Derek L., Wilson, Ihrig & Associates, 5776 Broadway, Oakland,

CA 94618
Zia, Jalal H., Praxair Inc., 175 East Park Drive, Tonawanda, NY 14150

New Students

Altinsoy, Mehmet E., Universitaetsstr. 91, Bochum NRW 44789, Germany
Bauer, Dominik, Inst. of Phonetics, Saarland Univ., Im Stadtwald, Saar-

bruecken, Saar 66041, Germany
Byron, Bethany M., 3571 Folly Quarter Rd., Ellicott City, MD 21042
Chen, Xi, Physics and Astronomy, Brigham Young Univ., N283 ESC, Provo,

UT 84602
Coker, Ian C., 226 Cheddington, Katy, TX 77450
Culley, Tonya L., North Carolina State Univ., Architecture, P.O. Box 7710,

Raleigh, NC 27695
Davis, Brian A., Dept. of Mechanical Engineering, North Carolina State

Univ., 3211 Broughton Hall, Raleigh, NC 27695
Ericsson, Johan A., Nygatan 39, 1tr, Norrkoeping 602-34, Sweden
Gamah, Ieish, 16 Tonbridge Rd., West Molesey, Surrey, KT8 2EL, England
Hegewisch, Katherine C., 1225 NW Hall, #2, Pullman, WA 99163
Jang, Kyunga, Dept. of Information and Telecommunication Engineering,

Soongsil Univ., 1-1 Sangdo5dong, dongjakgu, Seoul 156743, Republic of
Korea

Knight, Gary D., Physical Electronics, Ottawa-Carelton Inst. of Physics,
1125 Col. By Dr., Ottawa ON K1S 5B6, Canada

Liu, Siyun, 700 East Loop Rd., L2178C Chapini Apartment, Stony Brook,
NY 11790

Massot, Olivier, 326 Graham Ave., 4F, Brooklyn, NY 11211
Morgans, Richard C., Mechanical Engineering, Active Noise and Vibration

Control Group, Univ. of Adelaide, Adelaide SA 5005, Australia
Murray, Rupert A. G., 1370 Wolcott Ave., Apt. Bsmt., Chicago, IL 60622
Nosal, Eva-Marie, Geology and Geophysics, Univ. of Hawaii at Manoa,

1680 East–West Rd., Post 813, Honolulu, HI 96822
Oyewole, Olanrewaju, Omega, Inc., P.O. Box 913 Ikeja-Lagos, La-

gos 23401, Nigeria
Parchment, J., P.O. Box 41471, Tucson, AZ 85717-1471
Rampersad, Joanne V., 300 Farmstead Ln., #3, State College, PA 16803

Roxberg, Jillyn, Communicative Disorders, Univ. of Wisconsin—Madison,
1975 Willow Dr., Madison, WI 53706

Saweikis, Meghan G., Psychological Sciences, Purdue Univ., 703 3rd St.,
West Lafayette, IN 47907

Smitthakorn, Pattra, 1241 SW 4th Ave., Apt. 34, Gainesville, FL 32601
Tucker, Benjamin V., Dept. of Linguistics, Univ. of Arizona, 1100 East Bldg.

Boulevard, Tucson, AZ 85721
Turner, Andrew D., 14858 Gilomore St., Van Nuys, CA 91411
Usher, John, Faculty of Music, McGill Univ., Strathcona Music Bldg.,

Room E203, 555 Sherbrooke St., West, Montreal PQ H3A 1E3, Canada
Vigeant, Michelle C., Architectural Engineering, Univ. of Nebraska, 1110

South 67th St., Omaha, NE 68182-0176
Wei, Wei, 410 SE Pioneer St., Apt. 1, Pullman, WA 99163
Wilson, Ian L., 5638 Crown St., Vancouver BC V6N 2B5, Canada
Yoo, Junehee, Joogong Apt. 302-104, Kwacheon, Gyeonggi-do 427-040,

Republic of Korea
Zhang, Xuedong, Biomedical Engineering, Boston Univ., 44 Cummington

St., Boston, MA 02215

New Electronic Associates

Baumgarte, Frank, 395 Ano Nuevo Ave., Apt. 102, Sunnyvale, CA 94085
Biwa, Tetsushi, Crystalline Materials Science, Nagoya Univ., Furo-cho,

Chikusa-ku, Nagoya, Aichi 464-8603, Japan
Botbol, Meir, Deepbreeze Ltd., Hilan 2, Or-Akiva 30600, Israel
Buske, Stefan, Inst. of Geological Sciences, Univ. of Berlin, Malteserstr.

74-100, Bldg. D, Berlin 12249, Germany
Davis, Jon B., VACC, Inc., 490 Post St., #1441, San Francisco, CA 94102
Fischer, Brynn A., Fabric Care Technology, Whirlpool Corporation, 303

Upton Dr., 0212, St. Joseph, MI 49085
Gerhard-Multhaupt, Reimund, Dept. of Physics, Univ. of Potsdam, Am

Neuen Palais 10, Brandenburg D014469, Germany
Gyurko, Harrison D., 1055 Beechmont St., Dearborn, MI 48124
Piliavin, Michael A., Physical Optics Corp., 20600 Gramercy Place, Tor-

rance, CA 90501
Ribeiro, Maria, FEUP DEC, Rua Dr. Roberto Frias s/n, Porto 4200-465,

Portugal
Sa Ribeiro, Rui Miguel, Rua da Mianca 15002, S. Mamede de Infesta,

Porto 4465-197, Portugal
Sharma, Devdutt, 192 Pandan Loop, #02–09, 128381, Singapore
Shore, Steven N., Dept. of Physics, Univ. of Pisa, via Buonarroti 2, Pisa I-

56127, Italy
Stultz, Carlton D., Commander Patrol Recon Force Atlantic, Tactics and

New Technology~N8!, 7927 Ingersol St., Ste. 250, Norfolk, VA 23511

Associates Elected Members

J. P. Cottingham, S. E. Demain, J. S. Dembowski, B. J. Forbes, B. Kostek,
E. S. Livingston, M. Ohki, C. H. Overweg, J. H. Page, P. Pernod, V. L.
Preobrazhnesky, M. E. Ravicz, P. Roux, S. Shimada, V. J. Soudek, E. Q.
Wang

Student to Associate

L. Wu

Member to Electronic Associate
M. A. Garces

Reinstated

J. D. Miller—Fellow
L. G. Hopkins—Associate
S. R. Hahn—Electronic Associate

Deceased
A. P. G. Peterson—Fellow
P. W. Jusczyk, R. A. Rhodes, II, J. L. Wildermuth—Members

Fellows 906 Members 2491 Associates 2724
Students 947
Electronic Associates 215

7283
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ACOUSTICAL NEWS—INTERNATIONAL

Walter G. Mayer
Physics Department, Georgetown University, Washington, DC 20057

International Meetings Calendar
Below are announcements of meetings and conferences to be held

abroad. Entries preceded by an* are new or updated listings.

April 2004
5–9 18th International Congress on Acoustics

„ICA2004…, Kyoto, Japan.~Fax: 181 66 879 8025;
Web: www.ica2004.or.jp!

11–13 International Symposium on Room Acoustics
„ICA2004 Satellite Meeting…, Hyogo, Japan.~Fax:
181 78 803 6043; Web: rad04.iis.u-tokyo.ac.jp!

25–30 9th Meeting of the European Society of Sonochem-
istry , Badajoz, Spain.~European Society of Sonochem-
istry, Avenida de Europa 3, 06004 Badajoz, Spain; Web:
www.ess9.com!

27–28 Advanced Metrology for Ultrasound in Medicine,
Teddington, UK. ~Fax: 144 20 8943 6735; Web:
www.amum2004.npl.co.uk!

May 2004
8–10 116th AES Convention, Berlin, Germany. ~Web:

aes.org/events/116!
10–12 Tenth AIAA ÕCEAS AeroAcoustics Conference,

Manchester, UK.~Web: www.aiaa.org!
17–21 International Conference on Acoustics, Speech, and

Signal Processing„ICASSP 2004…, Montréal, Canada.
~Web: www.icassp2004.com!

June 2004
6–9 13th International Conference on Noise Control,

Gdynia, Poland.~Web: www.ciop.pl/noiseI04!
8–10 Joint Baltic –Nordic Acoustical Meeting, Mariehamn,

Åland, Finland. ~Fax: 1358 09 460 224; e-mail:
asf@acoustics.hut.fi!

8–10 Transport Noise and Vibration 2004, St. Petersburg,
Russia.~Web: webcente.ru/;eeaa/tn04!

July 2004
5–8 7th European Conference on Underwater Acoustics

„ECUA 2004…, Delft, The Netherlands.~Fax: 131 70
322 9901; Web: www.ecua2004.tno.nl!

5–8 Eleventh International Congress on Sound and
Vibration „ICSV11…, St. Petersburg, Russia.~Web:
www.iiav.org!

11–16 12th International Symposium on Acoustic Remote
Sensing„ISARS…, Cambridge, UK.~Fax:144 161 295
3815; Web: www.isars.org.uk!

August 2004
23–27 2004 IEEE International Ultrasonics, Ferroelectrics,

and Frequency Control 50th Anniversary Confer-
ence, Montréal, Canada.~Fax: 11 978 927 4099; Web:
www.ieee-uffc.org/index2-asp!

22–25 Inter-noise 2004, Prague, Czech Republic.~Web:
www.internoise2004.cz!

30–1 Low Frequency 2004, Maastricht, The Netherlands.
~G. Leventhall, 150 Craddlocks Avenue, Ashtead,
Surrey KT 21 1NL, UK; Web:
www.lowfrequency2004.org.uk!

September 2004
1–3 *Subjective and Objective Assessment of Sound,

Poznan´, Poland.~Institute of Acoustics, Adam Mank-

iewicz University, Poznan´, Poland. Fax:148 61 8295
123; Web: www.soas.amu.edu.pl/soas.html!

6–10 *51st Open Seminar on Acoustics; 9th School on
Acousto-optics and Applications; Ultrasound in
Biomeasurements, Gdańsk, Poland. ~University of
Gdańsk, Institute of Experimental Physics, 80-952
Gdańsk, Poland; Fax:148 58 341 31 75; Web:
univ.gda.pl/;osa!

13–17 4th Iberoamerican Congress on Acoustics, 4th Ibe-
rian Congress on Acoustics, 35th Spanish Congress
on Acoustics, Guimarães, Portugal.~Fax:1351 21 844
3028; Web: www.spacustica.pt/novidades.htm!

14–16 International Conference on Sonar Signal Process-
ing and Symposium on Bio-Sonar Systems and Bioa-
coustics, Loughboro, UK. ~Fax: 144 1509 22 7053
@c/o D. Gordon#; Web: ioa2004.lboro.ac.uk!

15–17 26th European Conference on Acoustic Emission
Testing, Berlin, Germany.~DGZIP, Max-Planck-Str. 26,
12489 Berlin, Germany; Web: www.ewgae2004.de!

20–22 International Conference on Noise and Vibration
Engineering „ISMA2004…, Leuven, Belgium. ~Fax:
132 16 32 29 87; Web: www.isma-isaac.be/futIconf/
defaultIen.phtml!

20–22 9th International Workshop ‘‘Speech and Com-
puter’’ „SPECOM’2004…, St. Petersburg, Russia.
~Web: www.spiiras.nw.ru/speech!

28–30 Autumn Meeting of the Acoustical Society of Japan,
Naha, Japan. ~Fax: 181 3 5256 1022; Web:
wwwsoc.nii.ac.jp/asj/index-e.html!

October 2004
4–8 8th Conference on Spoken Language Processing

„INTERSPEECH…, Jeju Island, Korea. ~Web:
www.icslp2004.org!

6–8 Acoustics Week in Canada, Ottawa, ON, Canada.~J.
Bradley, NRC Institute for Research on Construction
@Acoustics Section#, Ottawa, Ontario, K1A 0R6; Fax:
11 613 954 1495; Web: caa-aca.ca/ottawa-2004.html!

8–9 *Reproduced Sound 20, Oxford, UK. ~Web:
www.ioa.org.uk!

November 2004
3–5 *Australian Acoustical Society Conference—

Transportation Noise & Vibration , Surfers Paradise,
Queensland, Australia.~Fax: 161 7 6217 0066; Web:
www.acoustics.asn.au/conference/index.htm!

4–5 Autumn Meeting of the Swiss Acoustical Society,
Rapperswil, Switzerland.~Fax: 141 419 62 13; Web:
www.sga-ssa.ch!

April 2005
18–21 * International Conference on Emerging Technolo-

gies of Noise and Vibration Analysis and Control,
Saint Raphae¨l, France. ~Fax: 133 4 72 43 87 12;
e-mail: goran.pavic@insa-lyon.fr!

May 2005
16–20 149th Meeting of the Acoustical Society of America,

Vancouver, B.C., Canada.~ASA, Suite 1NO1, 2 Hun-
tington Quadrangle, Melville, NY 11747-4502; Fax:11
516 576 2377; Web: asa.aip.org!

SOUNDINGS

1375J. Acoust. Soc. Am. 115 (4), April 2004 0001-4966/2004/115(4)/1375/2/$20.00 © 2004 Acoustical Society of America



August 2005
6–10 Inter-Noise, Rio de Janeiro, Brazil. ~Web:

www.internoise2005.ufsc.br!
28–2 EAA Forum Acusticum Budapest 2005, Budapest,

Hungary.~I. Bába, OPAKFI, Fo¨ u. 68, Budapest 1027,
Hungary; Fax: 136 1 202 0452; Web:
www.fa2005.org!

September 2005
4–8 9th Eurospeech Conference„EUROSPEECH’2005…,

Lisbon, Portugal. ~Fax: 1351 213145843; Web:
www.interspeech2005.org!

5–9 *Boundary Influences in High Frequency, Shallow
Water Acoustics, Bath, UK. ~Web:
acoustics2005.ac.uk!

October 2005
19–21 *36th Spanish Congress on Acoustics joint with 2005

Iberian Meeting on Acoustics, Terrassa~Barcelona!,
Spain. ~Sociedad Espan˜ola de Acústica, Serrano 114,

28006 Madrid, Spain; Fax:134 914 117 651; Web:
www.ia.csic.es/sea/index.html!

June 2006
26–28 9th Western Pacific Acoustics Conference„WESPAC

9…, Seoul, Korea. ~Web: www.wespac8.com/
WespacIX.html!

September 2007
2–7 19th International Congress on Acoustics

„ICA2007…, Madrid, Spain.~SEA, Serrano 144, 28006
Madrid, Spain; Web: www.ia.csic.es/sea/index.html!

Preliminary Announcement

June 2008
23–27 Joint Meeting of European Acoustical Association

„EAA …, Acoustical Society of America „ASA…, and
Acoustical Society of France„SFA…. Paris, France.
~Details to be announced later!
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ADVANCED-DEGREE DISSERTATIONS IN ACOUSTICS

Editor’s Note: Abstracts of Doctoral and Master’s thesis will be welcomed at all times. Please note that
they must be limited to 200 words, must include the appropriate PACS classification numbers, and
formatted as shown below. If sent by postal mail, note that they must be double spaced. The address for
obtaining a copy of the thesis is helpful. Submit abstracts to: Acoustical Society of America, Thesis
Abstracts, Suite 1NO1, 2 Huntington Quadrangle, Melville, NY 11747-4502, e-mail: asa@aip.org

Computation of exhaust mixing noise using large-eddy
simulation turbulence modeling and Lighthill’s acoustic analogy
[43.28.Ra, 43.50.Nm]—David Brian Schein,School of Engineering and
Applied Science, University of California, Los Angeles, CA January 2003
(Ph.D.).This research involves computational study of free, heated jet flow
and resultant far-field sound performed using large-eddy simulation~LES!
and Lighthill’s acoustic analogy. A subgrid-scale model for small-scale com-
pressible turbulence was developed using a combination of the popular
Smagorinsky model and a deductive model. An existing software package
for compressible flow field computation was substantially modified to per-
form temporal LES and aerosound simulations. Cases studied extend to
large Reynolds number~Re!, high subsonic~compressible! flow with real-
istic geometries more representative of aircraft engine exhausts than typi-
cally considered using direct numerical simulation~DNS!. Flow-field fluc-
tuations are stored over a period of time and used to calculate rms
turbulence within the computational domain. The far-field sound and direc-
tivity is computed using the time-derivative form of Lighthill’s source-
integral result formulated in terms of quadrupole sources from the simulated
flow field, which is integrated in time and contains the fluctuations set up by
the time-varying stress tensor. A simulation for a WR19-4 turbofan engine
exhaust (Re.106 based on exit velocity and diameter! is presented, and
propagated jet noise results are compared with experimental acoustics data.

Advisor: William C. Meecham

Invariant patterns in articulatory movements [43.70.Bk, 43.70.Fq,
43.70.Jt]—Patrizia Bonaventura,Department of Speech and Hearing, The
Ohio State University, Columbus, OH, December 2003 (Ph.D.).The purpose
of the reported study is to discover an effective method of characterizing
movement patterns of the crucial articulator as the function of an abstract
syllable magnitude and the adjacent boundary, and at the same time to
investigate effects of prosodic control on utterance organization. In particu-
lar, the speed of movement when a flesh point on the tongue blade or the
lower lip crosses a selected position relative to the occlusion plane is exam-
ined. The time of such crossing provides an effective measure of syllable
timing and syllable duration according to previous work. In the present
work, using a very limited vocabulary with only a few consonants and one
vowel as the key speech materials, effects of contrastive emphasis on demi-
syllabic movement patterns were studied. The theoretical framework for this

analysis is the C/D model of speech production in relation to the concept of
an invariant part of selected articulatory movements. The results show evi-
dence in favor of the existence of ‘‘iceberg’’ patterns, but a linear depen-
dence of slope on the total excursion of the demisyllabic movement, instead
of the approximate constancy of the threshold crossing speed as suggested in
the original proposal of the iceberg, has been found. Accordingly, a revision
of the original concept of iceberg seems necessary. This refinement is con-
sistent with the C/D model assumption on ‘‘prominence control’’ that the
syllable magnitude determines the movement amplitude, accompanying di-
rectly related syllable duration change. In this assumption, the movement of
a consonantal component should also be proportional to syllable magnitude.
The results suggest, however, systematic outliers deviating from the linear
dependence of movement speed on excursion. This deviation may be caused
by the effect of the immediately following boundary, often referred to as
phrase-final elongation.

Advisor: Osamu Fujimura

An analytic model for acoustic scattering from an impedance
cylinder placed normal to an impedance plane [43.20.Fn,
43.28.En]—Michelle E. Swearingen,Graduate Program in Acoustics, The
Pennsylvania State University, State College, PA 16804. May 2003 (Ph.D.).
An analytic model, developed in cylindrical coordinates, is described for the
scattering of a spherical wave off a semi-infinite right cylinder placed nor-
mal to a ground surface. The motivation for the research is to have a model
with which one can simulate scattering from a single tree and which can be
used as a fundamental element in a model for estimating the attenuation in
a forest comprised of multiple tree trunks. Comparisons are made to the
plane wave case, the transparent cylinder case, and the rigid and soft ground
cases as a method of theoretically verifying the model for the contemplated
range of model parameters. Agreement is regarded as excellent for these
benchmark cases. Model sensitivity to five parameters is also explored. An
experiment was performed to study the scattering from a cylinder normal to
a ground surface. The data from the experiment is analyzed with a transfer
function method to yield frequency and impulse responses, and calculations
based on the analytic model are compared to the experimental data.
© 2004 Acoustical Society of America.
@DOI: 10.1121/1.1648679#
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BOOK REVIEWS

P. L. Marston
Physics Department, Washington State University, Pullman, Washington 99164

These reviews of books and other forms of information express the opinions of the individual reviewers
and are not necessarily endorsed by the Editorial Board of this Journal.

Editorial Policy: If there is a negative review, the author of the book will be given a chance to respond to
the review in this section of the Journal and the reviewer will be allowed to respond to the author’s
comments. [See ‘‘Book Reviews Editor’s Note,’’ J. Acoust. Soc. Am. 81, 1651 (May 1987).]

Cochlear Implants: Objective Measures

Helen E. Cullington „Editor …

Whurr Publishers/Taylor & Francis, London, 2003
241 pp. Price: $46.95 (softcover), ISBN: 1861563248.

This book contains an excellent collection of papers on objective mea-
sures for assessing and managing patients with cochlear implants. In recent
years, cochlear implants have become increasingly more successful and
have gained wide use around the world. Some of the challenges still facing
the clinician include confirmation of candidacy, verification of the integrity
of the device, and determining ideal programming parameters for individual
patients. While some patients are able to provide subjective feedback, many,
including children and those with disabilities, cannot. Determining appro-
priate stimulation levels for each patient can be challenging and time-
consuming. A number of objective measures have therefore been developed
or adapted that are aimed at facilitating and standardizing clinical practice.
This book is intended as a guide to clinicians on objective measures that can
be used to determine preimplantation candidacy as well as postimplantation
device performance. Clinical availability of such tools is extremely impor-
tant for achieving high success rates in implant patients. An introductory
chapter by the editor provides a good anchor and framework for the chapters
that follow, with a helpful table for summarizing the main functions pro-
vided by each objective measure.

The seven chapters that follow are written by expert clinicians and
researchers. Each author pays close attention to the integrity of the measure-
ments and their feasibility in a clinical setting. They include definitions of
terms, evidence from clinical and basic research, and suggestions for clinical
fitting strategies. A number of the authors specifically discuss which of the
currently available implants can be evaluated using their measures. A par-
ticularly effective structure is the inclusion of a literature review, description
of methods, required equipment, and procedures for administration of the
measures. This book is not intended as a detailed research-oriented resource.
The chapters generally refer to the research that ultimately provides guide-
lines for parameters that are most useful clinically. However, it is often
made clear that a larger body of research exists on most topics, beyond the
scope of the book. The book is therefore particularly helpful as a guide for
one who is skilled in the art of cochlear implant mapping and evaluation
using behavioral techniques. In addition, it can serve as a useful resource for
researchers who may not be intimately familiar with objective methods.
Having all the current objective methods presented in a cohesive package is
extremely valuable. The manageable length of each chapter, and the care
that the authors generally take in providing outlines and summaries, is ef-
fective for comparison of the various methods, their pros and cons.

To date, there are three cochlear implant devices with FDA approval in
the USA: Clarion, Med-El, and Nucleus. Laura and MXM are two other
devices discussed in a number of chapters as well. Not all devices can be
evaluated with each objective method, and the applicability of each method
to the various devices is apparent in each of the chapters. For example,
different methods of telemetry allow for measurement of the link between
the radio frequency output and link to the implant, electrode-tissue interface,
and evoked activity. These measures depend on device-specific components
supplied by the manufacturer; while the first two features are available for
the three common devices, the latter one is not. The electrically evoked
stapedial reflex measure does not depend on device-specific interfaces, and

can be applied to any of the devices. Similarly, electrically evoked brain-
stem, middle latency, and cortical responses can serve as a powerful tool for
showing evidence of cochlear-implant driven responses at various levels
within the auditory system. Measures at the levels of the brainstem offer
information regarding the presence of intact auditory neurons and candi-
dacy, as well as postoperative assessment and management, and have been
widely used in young children. Measures at the level of the cortex are
important for understanding how the use of an implant affects higher brain
functions such as language. By learning about which objective method may
be readily available or implementable, clinicians can refer to this book as a
guide for determining which device may be most appropriate for each pa-
tient.

RUTH LITOVSKY
Waisman Center
1500 Highland Avenue
University of Wisconsin—Madison
Madison, Wisconsin 53705-1103

Cochlear Implants for Young Children
„2nd edition …

Barry McCormick and Sue Archbold, Editors

Whurr Publishers Ltd., London and Philadelphia, 2003.
425 pp. Price: $69.95 (softcover), ISBN: 1861562187.

Cochlear implantation of profoundly deaf children has become com-
monplace as the benefits of the implant have become more understood. Deaf
children less than a year old increasingly receive cochlear implants, and in
many cases are being mainstreamed successfully within a few years postim-
plantation. As the number of children receiving cochlear implants continues
to increase, there is an increased urgency in establishing guidelines for the
clinical management of cochlear-implanted children. Cochlear implants, in
general, present challenges for all involved~the recipients and their families,
the doctors, audiologists, research and medical professionals, educators,
etc.!; cochlear implants in children present unique challenges. Methods of
pre- and postimplantation assessment, evaluation, and progress monitoring
must all be modified considerably from the adult model to be usable for the
infant or the growing child. In the second edition to their book,Cochlear
Implants for Young Children, editors Barry McCormick and Sue Archbold,
both of the Nottingham Paediatric Cochlear Implant Programme, provide a
framework to address these challenges. Pre- and postimplant evaluation
methods, surgical techniques, electrophysiological measures, and rehabilita-
tion techniques are discussed in the book’s 11 chapters, as well the emo-
tional effects of hearing loss and implantation on children and their families.
This volume is likely to become a definitive guide for clinicians working
with cochlear-implanted children.

The Nottingham Paediatric Cochlear Implant Programme is the largest
cochlear implant center for children in the U.K. Since its inception in 1989,
the Nottingham center has implanted more than 400 children, mostly be-
tween 3 and 5 years old. In the first edition of this book~1994!, the emerg-
ing techniques of an evolving program were collected as a guide for other
hearing centers considering cochlear implantation of children. In the 9 years
since the first edition, implant technology has improved dramatically, and
information regarding surgical and rehabilitation outcomes, as well as de-
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velopmental data with implanted children, has greatly increased, thereby
necessitating a second edition. Indeed, this second edition offers much to
both hearing professionals and interested family members.

Assessing a child’s preimplantation auditory status can pose significant
difficulties, particularly for very young children with severe hearing impair-
ment. Barry McCormick provides a comprehensive review of different
methodologies used at Nottingham and elsewhere in his chapter, ‘‘Assessing
Audiological Suitability Of Cochlear Implants For Children Below The Age
Of Five Years.’’

Cochlear implant technology continues to evolve, and the latest im-
plant and speech processor designs are adequately reviewed in the second
chapter, ‘‘Cochlear Implant Systems,’’ by Sara Flynn. Sound via the co-
chlear implant may be distorted~relative to the normal-hearing experience!,
but in the case of the developing auditory system, neither the degree of
perceived distortion nor its effects are well understood. In general, the same
multichannel speech-processing strategies employed for adults are provided
for children. There are additional difficulties, however, in ensuring appro-
priate stimulation levels and tuning the processor to achieve acceptable
sound quality for a child. The chapter ‘‘Fitting and Programming the Exter-
nal System,’’ by Yvonne Cope and Catherine Totten, covers a wide range of
relevant issues regarding speech processor fitting for children.

In addition to audiologic evaluations, electrophysiological measures
can provide objective measures of hearing loss~before implantation!, im-
plant functionality~during surgery!, and device tuning~after implantation!.
With young children, it is difficult to fit a speech processor, as they may not
reliably communicate if a sound is inaudible or too loud. However, it may
be harmful to the child’s auditory development if the speech processor is not
tuned properly. Electrophysiological measures such as neural response te-
lemetry can guide the fitting of the speech processor. Steve Mason’s chapter,
‘‘Electrophysiological and Objective Measures,’’ provides a good overview
of the many measures used to assess implant recipients’ responses to elec-
trical stimulation.

The appropriateness of implant technology~originally developed for
postlingually deafened adults! for profoundly deaf children is often ap-
proached by a medical model, as Sue Archbold describes in her chapter ‘‘A
Paediatric Cochlear Implant Programme.’’ The risks, costs, and efficacy of
implantation are better understood by many medical professionals than the
attendant social, educational, and even emotional effects. This lack of sen-
sitivity to deaf issues contributed to the polarization of the deaf community,
many of whom ‘‘do not see deafness as a medical condition requiring treat-
ment, but as a linguistic and cultural identity.’’ The Nottingham center’s
approach to cochlear implantation is decidedly broad-based and includes, as
part of the implant team, medical professionals, speech therapists, educators,
and most importantly, the child’s family. This multidisciplinary approach is
vital to the child’s success with the implant. The family’s role in this success
cannot be underestimated.

Besides the family’s responsibility in the seemingly endless logistics
of the implant program~shepherding the child to the many appointments
with audiologists, surgeons, therapists; making sure the child wears the de-
vice; ensuring that the device is working properly and obtaining repairs;
etc.!, the family plays a pivotal role in the auditory rehabilitation of im-
planted children. The Nottingham center has developed a number of age-

appropriate rehabilitation methods in which the family participates. Actu-
ally, as authors Sue Archbold and Margaret Tait point out in their chapter
‘‘Facilitating Progress after Cochlear Implantation: Rehabilitation—
Rationale and Practice,’’habilitation may be the more appropriate descrip-
tion for a child’s auditory development with a cochlear implant. To enhance
this development, the Nottingham center advocates ‘‘active learning’’ by the
child, rather than strictly employing training techniques that are effective in
there-acquisition of speech and hearing skills. For young implant recipients,
‘‘incidental learning,’’ in which games and activities include some sort of
auditory reinforcement, may best promote auditory development.

The Nottingham group also makes use of video to monitor chidren’s
progress, as described in another chapter by Margaret Tait. By incorporating
video analysis in longitudinal outcome studies, researchers found that im-
planted children were able to develop speech production that was similar to
better hearing aid users; however, the implanted children were able to
achieve these levels more quickly than hearing aid users. Video was also
useful in predicting children’s pre- and postimplant performance. The Not-
tingham group uses other measures to assess children’s progress, as de-
scribed in Dee Dyar’s and Thomas P. Nikolopoulos’ chapter, ‘‘Monitoring
Progress: The Role and Remit of a Speech and Language Therapist.’’ Be-
cause cochlear implant outcomes remain variable and because of the added
difficulty in measuring performance in children, standard assessment proto-
cols are important in monitoring an implanted child’s progress. The appro-
priateness, efficiency, and reliability of these protocols are important in de-
termining each child’s auditory, cognitive, and neurolinguistic level of
performance, both before and after implantation.

In general, the book provides a strong overview of the many issues
relating to cochlear implants and children. Of course, the impact of these
issues will be most keenly felt by the children and their families. The book’s
final chapter, ‘‘Family Perspectives,’’ by Hazel Lloyd Richmond, is espe-
cially insightful about the effects of deafness and implantation on the family
dynamic. Through case studies and accounts written by the parents of im-
planted children, a wide range of emotional and psychological responses is
presented, including the enormous stress felt by parents at the time of diag-
nosis, surgery, and initial hook-up of the implant. The decision to implant a
child is in itself stressful, and many parents agonize about whether the
implant is the best solution to the communication and social challenges their
child will face in life. Fortunately, the Nottingham program’s integration of
the medical, therapeutic, education, and family communities provides a
strong foundation, so that families can receive the support needed for suc-
cessful outcomes. The Nottingham group’s experiences with implanted chil-
dren, along with the many recent studies cited in the chapters, will be in-
valuable guides in this continually developing area of research and clinical
practice.

JOHN J. GALVIN III and MONITA CHATTERJEE
Department of Auditory Implants and Perception
House Ear Institute
2100 W. Third St.
Los Angeles, CA 90057
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OBITUARIES

Arnold P. G. Peterson • 1914–2003
Arnold Per Gustaf Peterson was born in DeKalb, Illinois. His parents

had immigrated from Sweden in 1912. His first language was Swedish, but
on entering school English prevailed and he eventually lost his fluency in
Swedish. When he was three years old his family moved to Detroit. In
school, he was good at arithmetic, as well as reading and spelling, and
skipped half a grade. He was small for his age and not athletically inclined.
In junior high school he did very well in mathematics and was above aver-
age in civics, history, and Latin. As a hobby he built a four-tube receiver
from a kit and built a power supply for it, which started him on his career as
an electronics engineer. He graduated summa cum laude from Cass Tech in
Detroit when he was 16 and he enrolled at the University of Toledo~Ohio!
in the school of engineering. He soon got the reputation as a whiz in math-
ematics. He graduated summa cum laude in June 1934 with a Bachelor of
Engineering, at less than 20 years of age.

Arnold’s mathematics professor in Toledo suggested he visit the Mas-
sachusetts Institute of Technology~MIT !. His father agreed and said that if
he was accepted at MIT, the finances would be possible. He was immedi-
ately interviewed, accepted, and enrolled. He shifted his interests to com-
munications~now electronics!. In the Fall of 1935, he received a ‘‘Research
Assistant’’ position that paid $25 a week. This MIT arrangement allowed
him to work at the General Radio Company~GR!, a few blocks from MIT,
and continue taking courses, part time. His first project at GR was to de-
velop an oscillator for measurement purposes, which led to a tunable ultra-
high-frequency oscillator, that General Radio produced as a product. He
used this work for the thesis that led to his Master of Science degree in
1937.

He immediately began work toward his doctorate at MIT. His research
was done largely at General Radio, and concentrated on achieving accuracy
in voltmeters over a wide frequency range. His thesis was completed in the
Fall of 1940, but his degree was formally presented at Spring commence-
ment in June 1941.

Arnold became an employee of General Radio in September 1940. His
first assignment at GR was working with Eduard Karplus and they co-
invented the ‘‘butterfly circuit’’ for a wide range oscillator. During World
War II, he worked on a series of search radio receivers, which were mass
produced in the thousands, and on other classified projects. Arnold met his
wife Carolyn Bryant, a native of Seattle, in 1942 and they were married in
Seattle in 1943. They rented an apartment a few blocks from General Radio
in Cambridge.

In the first couple of years after the war, Arnold worked on various
projects. In 1947, General Radio decided that they should develop a line of
modern sound measuring equipment. It was then that I met Arnold and

began what became a long period of work and association with him. General
Radio hired me as a one-day-a-week consultant, because of the experience I
had accumulated at Harvard University during the war as Director of the
Electro-Acoustic Laboratory. I remember entering his office each Friday and
first turning on the lights—Arnold liked a very low level of illumination.
Initially, we planned and executed three instruments, the 1551-A sound level
meter, the 1550-A octave band analyzer, and the 1552-A sound level cali-
brator. I was always amazed at his incisive mind and his ability to learn a
new field in short order. Following that, we attempted to convince the man-
agement that they should develop a line of about ten instruments, but they
said that they expected a depression in a few years, and did not want to be
over committed. No depression developed and the restriction was later re-
moved. By the time Arnold retired from GenRad in 1979, their catalog
showed 53 instruments falling into four categories:~1! hearing conservation,
~2! community noise measurements,~3! product noise reduction, and~4!
other instruments, transducers, and accessories. Arnold’s hand was in all of
these. General Radio later moved from Cambridge to Concord. A further
move for Arnold was to a facility they built in Bolton, Massachusetts.

Most acousticians remember the long series of ‘‘Handbook of Noise
Measurement’’ books issued by General Radio. Arnold and I produced the
first three in 1950, 1954, and 1958. After I resigned from MIT and moved to
BBN’s office in Harvard Square, Peterson and Ervin Gross produced the
fourth through the eighth editions. Arnold produced the ninth edition alone
after Ervin Gross retired in 1978. Around that time the company changed its
name to GenRad, Inc.

Arnold joined the Acoustical Society of America in 1946 and was
elected a Fellow in 1951. He served in many ASA voluntary positions
through the years, Executive Council~1953–56!, Vice President~1958–59!,
Standards Adviser, Chair of the Membership Committee, and other Society
committees. Elaine Moran says, ‘‘He was a member continuously for 57
years, volunteered his time and expertise, and helped make the Acoustical
Society a strong and flourishing organization.’’

When Arnold retired from GenRad, he and Carolyn moved to Bain-
bridge Island, Washington. They spent considerable time exploring Kitsap
County and the state of Washington. Arnold designed their house on Bain-
bridge Island and had it built on a waterfront lot. He joined the Ham Radio
group on the Island. Arnold and Carolyn enjoyed genealogy research. They
published nine books on family history and contributed articles to various
County Genealogy journals as well as theNew England Historical Genea-
logical Journal.

Arnold is survived by his wife, Carolyn; three children, Duncan, Alan,
and Janet, and five grandchildren.

LEO L. BERANEK
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Lloyd Rice
11222 Flatiron Drive, Lafayette, Colorado 80026
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decide whether to seek more information from the patent itself. Any opinions expressed here are those of
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ordered at $3.00 each from the Commissioner of Patents and Trademarks, Washington, DC 20231.
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6,627,805

43.20.Rz AUDIO DEVICE AND METHOD
INCLUDING A MEMBRANE HAVING AT LEAST
TWO TONGUES WITH DIFFERENT RESONANT
FREQUENCIES

Marc Charbonneaux et al., assignors to Pica–Sound International
30 September 2003„Class 84Õ408…; filed in France 24 August 1998

Did you realize that the circular radiators of cone loudspeakers and
ribbons of electrostatic transducers ‘‘don’t create sound that is correct to the

human ear?’’ The proposed solution is a multifinger diffuser with a hole6.
The absence of theory and measurement makes this just so much wishful
thinking.—MK

6,647,159

43.35.Sx TENSION-TUNED ACOUSTO-OPTIC
BANDPASS FILTER

Duane Anthony Satorius, assignor to The United States of
America as represented by The National Security Agency

11 November 2003„Class 385Õ7…; filed 25 January 2002

This is a chirped fiberoptic band-pass filter that does not use core block
and that is said to use less electric power. It can accommodate multiple

acoustic signals with individually controllable intensities and frequencies.
One embodiment has a tension-tuned acousto-optic band-pass filter in which
one or more bands of optical wavelengths may be selected for further trans-
mission. All light within the optical bandwidth is first coupled from the core
mode of an optical fiber to a specific cladding mode by a chirped broad-band
cladding mode coupler. These light waves then enter a narrow-band core
mode coupler where selected optical bands, tuned by the tension on the
optical fiber, are recoupled back into the core of the optical fiber. An acous-
tic absorber limits the acoustic interference between the chirped broad-band
cladding mode coupler and the narrow-band core mode coupler.—DRR

6,647,196

43.35.Sx OPTICAL DEVICE HAVING OPTICAL
WAVE GUIDE PRODUCED IN THE PRESENCE OF
ACOUSTIC STANDING WAVE

Hikaru Kouta, assignor to NEC Corporation
11 November 2003„Class 385Õ129…; filed in Japan 4 April 1996

This device incorporates an optical waveguide. An electro-acoustic
transducer is attached to a block of optical material and generates an acous-
tic standing wave within the block. The standing wave changes the refrac-
tive index of the optical material in a periodic pattern, forming layered
segments with alternating high and low refractive index. The highly refrac-
tive segments serve as optical waveguides, thus enabling the electro-
acoustic transducer to produce an optical waveguide in the block.—DRR

6,641,534

43.35.Yb METHODS AND DEVICES FOR
ULTRASOUND SCANNING BY MOVING SUB-
APERTURES OF CYLINDRICAL ULTRASOUND
TRANSDUCER ARRAYS IN TWO DIMENSIONS

Stephen W. Smithet al., assignors to Duke University
4 November 2003„Class 600Õ437…; filed 25 January 2002

This two-dimensional transducer array includes at least one row of
ultrasound transducer elements arranged along a curved surface and at least
one column of ultrasound elements arranged in a straight line on that curved
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surface. Scanning is achieved by defining a subaperture of the 2-D ultra-
sound transducer array~which includes multiple transducer elements in each
dimension of the array! and exciting the ultrasound elements included in the
subaperture to generate a transmit–receive ultrasonic beam.—DRR

6,622,817

43.38.Ja SOUND REPRODUCTION DEVICE
WORKING ACCORDING TO THE BENDING WAVE
PRINCIPLE

Wolfgang Bachmannet al., assignors to Harman Audio Electronic
Systems GmbH

23 September 2003„Class 181Õ150…; filed in Germany 15 May 1998

At low frequencies, the panel of a bending wave loudspeaker behaves
more like a conventional diaphragm, which means that some kind of baffle
or enclosure must be provided to prevent a short circuit between front and

rear radiation. This patent describes several methods of driving two dia-
phragms11.1, 11.2in opposition, with a confined air space between them. In
the example shown, a common magnetic structure accomodates individual
voice coils26, 27. The enclosed air volume can be vented or coupled to a
transmission line.—GLA

6,625,291

43.38.Ja DIFFUSED RESONANCE LOUDSPEAKER
ENCLOSURE METHOD

David S. Mohler, assignor to Avaya Technology Corporation
23 September 2003„Class 381Õ337…; filed 6 April 1999

From time to time experimenters come up with the idea of mounting a
loudspeaker on one end of a tapered pipe. Some inventors believe that this
arrangement saves space without affecting pipe resonances. This patent
takes the opposite stance, arguing that standing waves are suppressed be-
cause pipe length is indeterminate. In fact, neither statement is true.—GLA

6,628,792

43.38.Ja BACK TO BACK MOUNTED COMPOUND
WOOFER WITH COMPRESSIONÕBANDPASS
LOADING

Paul W. Paddock, McMinnville, Oregon
30 September 2003„Class 381Õ182…; filed 30 March 1999

Two woofers are mounted back-to-back in a self-contained module
that can be mounted in a conventional loudspeaker enclosure. This is a
practical, useful arrangement for cancelling low-frequency mechanical vi-
brations. The design also makes use of a constrained, spiral duct to add

dynamic air mass and thus lower the effective system resonance frequency.
According to the patent, this somewhat complicated geometry ‘‘... mini-
mizes size, material, and electrical and custom components,@and# is inex-
pensive to manufacture.’’—GLA

6,628,798

43.38.Ja VIBRATION ACTUATOR HAVING THREE
VIBRATION MODES

Makoto Teshima et al., assignors to NEC Tokin Corporation
30 September 2003„Class 381Õ396…; filed in Japan 13 April 1999

Cellular phones require miniature transducers to reproduce voice fre-
quencies, generate tactile vibrations, and produce an audible beep tone. This
29-claim patent describes a single-coil transducer that can selectively or
simultaneously provide all three functions.—GLA

6,636,610

43.38.Ja LOUDSPEAKER SYSTEMS

Robert W. Betts, assignor to Sonic Systems, Incorporated
21 October 2003„Class 381Õ345…; filed 19 October 2000

Enclosure21 is cylindrical. Rear panel23 is hemispherical. Distrib-
uted vents24 are located at varying path lengths from woofer22. ‘‘As a
result, the internal volume of air within the enclosure of the present inven-
tion will not be resonant at any one specific frequency. This causes the
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enclosure to be effectively or virtually acoustically infinite in volume.’’ Oh,
and it also eliminates harmonic, intermodulation, and phase distortion.—
GLA

6,636,612

43.38.Ja SPEAKER FOR USE IN CONFINED
SPACES

Donald J. North and Dai Z. Lee, assignors to Algo Sound,
Incorporated

21 October 2003„Class 381Õ412…; filed 3 November 2000

This small, edge-driven loudspeaker features a self-shielded magnetic
structure and relatively long cone travel. Dual suspensions58 and60 coun-

teract rocking motion. Unlike similar small speakers, the frame and mag-
netic assembly form a cylindrical enclosure and backwave sound pressure is
vented exclusively through the central bore hole.—GLA

6,625,293

43.38.Kb MICROPHONE

Koji Nageno and Naoaki Matsumoto, assignors to Sony
Corporation

23 September 2003„Class 381Õ362…; filed in Japan 27 July 1999

Headset boom microphones are sometimes designed like probe micro-
phones, using a thin tube to conduct sound from a pickup location to a
transducer at the other end of the tube. Internal damping can smooth out
pipe resonances but also attenuates high-frequency transmission. Instead of
internal stuffing, this invention substitutes a damped air leak near the mi-
crophone end of the tube. The result is shown to be an extended frequency
response characteristic that actually accentuates the 5-kHz region.—GLA

6,633,647

43.38.Kb METHOD OF CUSTOM DESIGNING
DIRECTIONAL RESPONSES FOR A MICROPHONE
OF A PORTABLE COMPUTER

Mitchell A. Markow and David E. Gough, assignors to
Hewlett–Packard Development Company, L.P.

14 October 2003„Class 381Õ92…; filed 30 June 1997

Almost all laptop computers include one or two built-in microphones,
usually omnidirectional elements recessed into the computer base. But sup-
pose that bidirectional elements were instead embedded near the top corners

of the hinged lid and provided with front and rear sound openings. By
varying the aperture areas, the location of the microphone elements, and
internal damping, a desired directional response can be achieved.—GLA

6,628,788

43.38.Lc APPARATUS AND METHOD FOR NOISE-
DEPENDENT ADAPTATION OF AN ACOUSTIC
USEFUL SIGNAL

Seved Ali Azizi, assignor to Becker GmbH
30 September 2003„Class 381Õ57…; filed in Germany 27 April 2000

Over the past 50 years a number of devices have been designed to
automatically adjust the level of a sound system to compensate for the
presence of background noise. Applications include airport announcements,
industrial paging, and automotive sound. The trick is to sense unwanted
noise while ignoring the output of the sound system itself. The method
described here compares the relative level of a band-limited ‘‘useful’’ signal
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with that of the overall signal, including noise. According to the patent, the
circuitry shown in the block diagram avoids the ‘‘additional complexity’’ of
prior art.—GLA

6,627,807

43.38.Md COMMUNICATIONS APPARATUS FOR
TONE GENERATOR SETTING INFORMATION

Satoru Motoyama, assignor to Yamaha Corporation
30 September 2003„Class 84Õ615…; filed in Japan 13 March 1997

Electronic musical instruments transmit key on and key off events via
the MIDI standard. This patent concerns transmitting MIDI streams via the
Internet. The strategy outlined includes the obvious time and sequence
stamping along with a checksum. Strangely, for a patent that purports to be
about an Internet protocol, there is no mention of the TCP/IP stack. For
Yamaha, the patent is well written and reasonably complete.—MK

6,628,585

43.38.Md QUADRAPHONIC COMPACT DISC
SYSTEM

Thomas Bamberg, North, South Carolina
30 September 2003„Class 369Õ47.16…; filed 13 October 2000

Even at this late date, some audiophiles don’t want to give up quad.
This one wants to change the well-established CD format to include four
channels by using pairs of CD tracks. The issues of format compatability
and the psychoacoustic imaging problems of quad are all conveniently
neglected.—MK

6,636,170

43.38.Md SIGNAL CONVERTER WITH DIGITAL Õ
ANALOG CONVERSION AND NOISE-DEPENDENT
VARIABILITY OF OUTPUT SIGNAL BANDWIDTH

Eise C. Dijkmans, assignor to Koninklijke Philips Electronics N.V.
21 October 2003„Class 341Õ144…; filed in the European Patent

Office 26 March 1999

Setting a record for brevity, this obvious patent states that a suitable
low-pass filter is needed on the output of a SACD DAC. No back references,
no citations, and its obvious nature should have made it shameful.—MK

6,631,723

43.38.Ne ARTIFICIAL NAILS WITH THREE
DIMENSIONAL FEATURES

Keith A. Mullin, assignor to Make Ideas, Incorporated
14 October 2003„Class 132Õ73…; filed 1 September 2000

You can attach almost anything to finger and toe nails. Why not a
small soundtrack~among a list of possible 3-D reliefs!? This would be much
shorter than the acoustic straw described in United States Patent 6,512,727

@reviewed in J. Acoust. Soc. Am.114~1!, 28 ~2003!#. The patent sets a new
low standard in the quality of the illustrations.—MK

6,624,873

43.38.Vk MATRIX-ENCODED SURROUND-SOUND
CHANNELS IN A DISCRETE DIGITAL SOUND
FORMAT

Raymond E. Callahan, Jr. and Ioan R. Allen, assignors to Dolby
Laboratories Licensing Corporation

23 September 2003„Class 352Õ27…; filed 5 May 1998

Dolby Laboratories pioneered the art of matrixing two discrete stereo
recording channels into four playback channels—left, right, center, and sur-
round. More than a dozen U.S. patents describe sophisticated encoding,
steering, and noise reduction methods incorporated into the ‘‘Dolby
Stereo™’’ system. It seems obvious that the same basic process could be
applied to discrete surround sound channels. That is what is patented here;
not any particular method, but simply the idea of matrixing two discrete
surround channels into three, four, or five surround sound playback chan-
nels. In contrast to the patent title, the claims encompass both analog and
digital recording.—GLA

6,625,289

43.38.Vk STEREO LOUDSPEAKER SYSTEM

Robert J. Oliemuller, assignor to Triple W Trading B.V.
23 September 2003„Class 381Õ182…; filed in the Netherlands

29 November 1995

A cross-section of this pedestal-mounted, multiple-driver speaker sys-
tem looks more than a little like the original Bose ‘‘direct-reflecting’’ design.
In this case, however, left and right channels are reproduced by left and right
groups of loudspeakers housed in a single enclosure with a common back
chamber. Sound from woofers15L, 15R and tuned vents18L, 18R bounces
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off an adjacent room wall or attached reflector. Crossover frequencies are
not mentioned in the patent, but one would expect the woofers to reproduce
frequencies up to 500 Hz or higher for the arrangement to work very well.—
GLA

6,631,193

43.38.Vk AUDIO SYSTEM ENHANCEMENT USING
PSYCHO ACOUSTIC MATRIX

Francis Allen Miller, assignor to Kentech
7 October 2003„Class 381Õ98…; filed 7 January 1999

The main objective is to widen the perceived width of a two-channel
stereo playback system without compromising the phantom center image.
According to the patent, ‘‘For all practical purposes, human hearing~in the
audio frequency spectrum from about 200 Hz to approximately 7,000 Hz!
functions much the same as a two-sensor phased interferometer.’’ This leads
to an analysis of perceived source direction in terms of relative power rather
than sound pressure. More importantly, the generally ignored relationship
between interaural delay and the perceived phantom center image is exam-
ined and then employed as a major element in psychoacoustic processing.
The concept is interesting and the patent is clearly written.—GLA

6,633,648

43.38.Vk LOUDSPEAKER ARRAY FOR ENLARGED
SWEET SPOT

Jerald L. Bauck, Tempe, Arizona
14 October 2003„Class 381Õ303…; filed 12 November 1999

The patent document contains 12 pages of diagrams and four pages of
exposition followed by a fairly succinct description of the invention. Left
and right stereo loudspeakers are symmetrical two- or three-way systems
with higher-frequency drivers on the inside and woofers on the outside.
Suitable electronic crosstalk cancellation techniques are included. The ar-
rangement is said to provide stable imaging over an enlarged listening area
while minimizing low-frequency power demands.—GLA

6,629,078

43.38.Wl APPARATUS AND METHOD OF CODING
A MONO SIGNAL AND STEREO INFORMATION

Bernhard Grill et al., assignors to Fraunhofer–Gesellschaft zur
Forderung der angewandten Forschung e.V.

30 September 2003„Class 704Õ500…; filed in Germany
26 September 1997

A scalable digital audio coder typically comprises a low bit-rate voice
coder in cascade with a higher-grade audio coder. An input signal sampled
at, say, 48 kHz is downsampled and fed to the voice coder, resulting in a
modified signal of limited bandwidth, typically about 4 kHz. To transmit
higher frequencies, a difference signal is formed, quantitized, and coded as

needed. Known scalable coders are restricted to monophonic signals. The
inventors suggest that a coder designed specifically for joint stereo~M/S
coding, for example! can achieve additional bit savings. Mono and stereo
information can be derived and written into the bit stream in a way that
results in a complete coded mono layer plus a layer with coded stereo
information.—GLA

6,625,848

43.40.Kd STRIKING IMPLEMENT WITH IMPROVED
ENERGY STORAGE AND VIBRATION
DAMPENING PROPERTIES

Terry L. Schneider, Puyallup, Washington
30 September 2003„Class 16Õ436…; filed 5 October 2000

The reversible strain properties of shape memory alloys are used in
such implements as golf clubs and hammers to store and release significant
amounts of energy with less effort exerted by the implements’ users. The
shaft of an implement is divided into two or more portions, which are
interconnected via elements that consist of a shape memory alloy in such a
way that these elements flex when the implement strikes an object.—EEU

6,633,821

43.40.Le SYSTEM FOR SENSING FACTORY
WORKSPACE

Warren B. Jackson et al., assignors to Xerox Corporation
14 October 2003„Class 702Õ56…; filed 8 January 2001

This system for the collection of data for the purpose of workflow
planning and fault diagnosis in a manufacturing process employs a sound or
vibration sensor attached to each machine. A processor is used to monitor
action of each machine and to follow each job via a tag that may consist of
a rf, bar-code, or other suitable device.—EEU

6,634,457

43.40.Tm APPARATUS FOR DAMPING ACOUSTIC
VIBRATIONS IN A COMBUSTOR

Christian Oliver Paschereit et al., assignors to Alstom
„Switzerland… Limited

21 October 2003„Class 181Õ229…; filed in Germany 26 May 2000

Acoustic vibrations in a combustor, such as that of a gas turbine, are
attenuated by means of a Helmholtz resonator whose ‘‘neck’’ communicates
with the combustor. The main volume of the resonator can be changed by
adding or draining fluid via a supply line, so that the resonator’s natural
frequency can be adjusted without movable parts needing to pass through
the combustor’s envelope.—EEU
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6,634,698

43.40.Tm VIBRATIONAL REDUCTION SYSTEM FOR
AUTOMOTIVE VEHICLES

Thomas D. Kleino, assignor to L&L Products, Incorporated
21 October 2003„Class 296Õ146.6…; filed 16 May 2001

An expandable material, such as polymer-based foam, is placed into
automotive closure panels~such as doors! prior to final vehicle assembly. As
the vehicle undergoes final assembly, preferably during a paint operation,
the material is activated to expand, bond, and fill the panel assembly.—EEU

6,628,457

43.40.Vn ANTIVIBRATION MICROSCOPE

Eiichi Ito, assignor to Asahi Kogaku Kogyo Kabushiki Kaisha
30 September 2003„Class 359Õ368…; filed in Japan 11 July 2000

Microscopes supported at the end of booms or pedestals, as for use in
surgery, are provided with acceleration and rotation sensors. Signals from
these sensors are used to move optical elements so as to steady the image
seen by a viewer or displayed on a screen—EEU

6,631,641

43.40.Yq DEVICE AND METHOD FOR
DETERMINING FREQUENCY AND AMPLITUDE OF
AN OSCILLATING STRUCTURE, ESPECIALLY
FOR MEASURING ACCELERATION OR
ROTATIONAL RATES

Josef Schalket al., assignors to Eads Deutschland GmbH
14 October 2003„Class 73Õ504.03…; filed in Germany 8 June 1999

As indicated in the patent summary, a device according to this patent
consists of a movable element that can be excited in vibration, a pair of
position sensors to determine the deflection of the movable element~ar-
ranged so that during a half-wave of the vibration their signals exceed or fall
short of each other!, a circuit for comparing the signals from these sensors
~for determining a threshold value of the half-wave of the vibration!, and a
device for determining the duration during which the signal from one of the
two sensors exceeds or falls short of the threshold value.—EEU

6,633,822

43.40.Yq VIBRATION DATA PROCESSOR AND
PROCESSING METHOD

Philip L. Maness and Johannes I. Boerhout, assignors to SKF
Condition Monitoring

14 October 2003„Class 702Õ56…; filed 23 July 2001

Monitoring of rotating machinery is accomplished by feeding the out-
put of a sensor via a fixed analog filter to an analog/digital converter, whose
output is fed to a digital signal processor and from there to an event detector.
In one embodiment a mask generator, which may be under user control, is
coupled to the filter.—EEU

6,626,264

43.50.Gf RADIO FREQUENCY SHIELDED AND
ACOUSTICALLY INSULATED ENCLOSURE

Walter J. Christen, assignor to IGT
30 September 2003„Class 181Õ290…; filed 30 October 2001

This enclosure for magnetic resonance imaging~MRI! equipment is
intended to address both airborne and structure-borne noise transmission.
The enclosure in essence consists of walls and a roof that are constructed

from layers of sound isolating and rf shielding materials and of a floor that
consists of an elastically supported nonmagnetic steel plate.—EEU

6,640,926

43.50.Gf ELBOW SILENCER

Jonathan Weinstein, assignor to Industrial Acoustics Company,
Incorporated

4 November 2003„Class 181Õ224…; filed 29 December 2000

This elbow silencer carries the dual purpose of directing HVAC flow
and providing silencing of the flow. It consists of a casing enclosing a set of
baffles that provide a number of alternate flow channels thereby producing
predictable noise reduction.—DRR

6,648,295

43.50.Gf VIBRATION AND SOUND DAMPENER
FOR HEAVY MACHINERY

Andrew James Herren and Joel Barron, both of Anaheim,
California

18 November 2003„Class 248Õ636…; filed 2 October 2001

The purpose of this device is to damp vibrations and sound generated
by heavy machinery such as metal presses, metal stampers, and HVAC units.
The device consists of a basically rectangular upper platform that supports
the base of the machinery to be damped. A lower platform mirrors the shape
of the upper platform. Multiple sound and vibration dampers are attached
between these two platforms, each consisting of a male cylinder sliding
within a female cylinder. The latter cylinder incorporates a fairly frictionless
material on the inner wall to allow the male cylinder to slide freely in a
vertical motion. An air spring is formed in the chamber created by the two
cylinders, thereby acting as a damper between the upper and lower plat-
forms. The patent argues that the dampers also constrain lateral movement
of the machinery.—DRR

6,641,864

43.55.Ev MORE CONTROLLABLE ACOUSTIC
SPRAY PATCH COMPOSITIONS

John R. Woods, assignor to Spraytex, Incorporated
4 November 2003„Class 427Õ140…; filed 6 December 2000

The patent describes a treatment of textured material that can be ap-
plied from a spray can to patch an acoustic ceiling. The material comprises
a base, a filler, an adhesive binder, an anti-foaming agent, a suspension
agent, and other stuff. The material can be sprayed on a prepared patch to
blend in with the typical bumpy, pebbled finish of the surrounding acoustic
ceiling.—CJR

6,640,507

43.55.Ti ACOUSTIC BUILDING STRUCTURE

Alain Leconte, assignor to Saint–Gobain Isover
4 November 2003„Class 52Õ145…; filed in France

23 September 1999

Metal brackets are applied to a wall or its framing so that panels of
mineral fiber or wool can be held in place by the flanges of the brackets.
Plasterboard can then be attached to the surface of the assembly.—CJR
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6,644,435

43.55.Ti COMPOSITE SOUND INSULATION
SYSTEM FOR ROOM BOUNDARY SURFACES

Manfred Elsasser, Patsch, Austria
11 November 2003„Class 181Õ207…; filed in the European Patent

Office 29 December 1999

Separate air-blister sheets are combined with a thin sound-proofing
interlayer to make a system for use as a floor, wall, or ceiling panel. By
designating the inner loss factor and dynamic stiffness of the layers, the
composite double-shell system enhances foot-fall sound insulation and air-
borne sound transmission loss and is thinner overall than other similar
systems.—CJR

6,628,568

43.58.Vb SYSTEM AND METHOD FOR
VERIFICATION OF ACOUSTIC HORN
PERFORMANCE

Michael M. Mahler et al., assignors to BHA Group Holdings,
Incorporated

30 September 2003„Class 367Õ13…; filed 19 March 2002

This invention deals with a specialized kind of acoustic horn—a gas
operated device that produces high-intensity energy in the 60 to 300-Hz
range and is used in industrial cleaning applications. This patent suggests
that the performance of such a device can be periodically verified by mea-
suring relative sound pressure near the throat of the horn. Sound energy

produced by one or more pulses is conducted from bore hole44 through
conduit42 to pressure transducer38 located in a more benign environment.
The resulting electrical signal can be monitored by a handheld RMS volt-
meter12.—GLA

6,623,326

43.58.Wc SOUND-EFFECTS GENERATING DEVICE
WITH BIPOLAR MAGNETIC SWITCHING FOR
ACTIVITY DEVICES

Daniel Judkins, assignor to Hasbro, Incorporated
23 September 2003„Class 446Õ175…; filed 19 December 2001

As shown, a circuit board with magnetic sensors52 and54 can detect
another toy of the same or similar design with magnet30. The detection of

this proximity of attack means that the loudspeaker38 can sound the alarm.
And you can attach it to key ring18 too.—MK

6,649,621

43.64.Gz PREVENTION OR REVERSAL OF
SENSORINEURAL HEARING LOSS „SNHL…
THROUGH BIOLOGIC MECHANISMS

Richard D. Kopke et al., assignors to The United States of
America as represented by the Secretary of the Navy

18 November 2003„Class 514Õ266.1…; filed 23 January 2001

This is a pharmaceutical approach to preventing and/or reversing sen-
sorineural or toxin-induced hearing loss. Agents are used that augment inner
ear antioxidant defenses such as adenosine agonisis or up-regulating agents
and/or agents which increase inner ear glutathione levels to prevent or re-
verse hearing loss induced by noise or toxin. Also covered in the patent are
agents that curtail programmed cell death pathways and induce or enhance
cell repair mechanisms in the inner ear.—DRR

6,639,987

43.64.Jb COMMUNICATION DEVICE WITH ACTIVE
EQUALIZATION AND METHOD THEREFOR

Jason Darrell McIntosh, assignor to Motorola, Incorporated
28 October 2003„Class 381Õ71.6…; filed 11 December 2001

A drawback of the traditional cell phone is that the acoustic impedance
varies with the position of the receiver with respect to the user’s ear, affect-
ing the frequency content of acoustic signals reaching the ear. A means for
equalizing the acoustic input signal so as to counter this effect is provided
by a sensor located near the earpiece. The sensor measures the acoustic
pressure and generates a response signal. An active equalization circuit is
coupled to the sensor and equalizes the acoustic input signal in reaction to
the response signal.—DRR
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6,640,121

43.66.Sr OTIC MICROPROBE FOR NEURO-
COCHLEAR MONITORING

Fred Telischi et al., assignors to The University of Miami
28 October 2003„Class 600Õ379…; filed 10 August 2000

This otic microprobe is said to be useful for assessing auditory func-
tion by enabling clinical and interpretive measurements of blood flow, par-
ticularly cochlear blood flow and neural compound action potentials, more
specifically in the cochlea and vestibulocochlear nerve~i.e., the eighth cra-
nial nerve!. The microprobe consists of a fiberoptic laser Doppler flowmetry

probe that measures blood flow and velocity, an electrocochleography elec-
trode that measures neural compound action potentials, and a cap covering
the tip of the probe. The microprobe features at least one irrigation lumen, at
least one aspiration lumen, and a means for conducting an electrocochlear
signal from the probe tip to the data monitoring unit.—DRR

6,647,345

43.66.Sr PORTABLE HEARING-RELATED
ANALYSIS SYSTEM

Gordon J. Bye et al., assignors to Micro Ear Technology,
Incorporated

11 November 2003„Class 702Õ57…; filed 29 March 2002

We have here a portable hearing analyzer in the form of a PCMCIA
card operating in a host computer. A microprocessor on the card executes the
software for hearing analyses. A hearing aid interface for adjusting voltage
levels and impedance levels is adapted for coupling signals to the hearing

aid being programmed. Two versions of systems for executing hearing-
related analyses include a portable audiometer system to analyze a patient’s
hearing and a real-ear system to analyze output from a hearing aid in a
patient’s ear.—DRR

6,647,368

43.66.Sr SENSOR PAIR FOR DETECTING
CHANGES WITHIN A HUMAN EAR AND
PRODUCING A SIGNAL CORRESPONDING TO
THOUGHT, MOVEMENT, BIOLOGICAL FUNCTION
ANDÕOR SPEECH

Guerman G. Nemirovski, assignor to Think–A–Move, Limited
11 November 2003„Class 704Õ270…; filed 2 July 2001

This sensor system is reportedly able to detect a person’s physical or
mental actions such as speech, thoughts, movements of the tongue with
respect to the oral cavity, biological functions, etc. The basic idea is that it
detects an air pressure change inside the ear. A miniature microphone placed
at least partially within the ear detects changes in air pressure corresponding
to an initiating action made by the person. An electrical signal is produced to
yield an output corresponding to the pressure changes.—DRR

6,626,822

43.66.Ts IMPLANTABLE MICROPHONE HAVING
IMPROVED SENSITIVITY AND FREQUENCY
RESPONSE

Eric M. Jaeger et al., assignors to Symphonix Devices,
Incorporated

30 September 2003„Class 600Õ25…; filed 12 July 2000

An implantable microphone is implemented within the middle ear with
either a linear-variable-differential transformer~LVDT ! or a movable-plate
differential capacitor~MPDC!. A movable magnetic core of a LVDT or a
movable plate of a MPDC attached to a moving component of the middle

ear, e.g., the ossicles, measures relative motion and induces a modulating
signal in the transformer windings or fixed plates, respectively. The resulting
phase or voltage changes are detected as a representation of the audio signal
incident at the eardrum.—DAP
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6,628,794

43.66.Ts METHOD AND APPARATUS FOR LEVEL
LIMITATION IN A DIGITAL HEARING AID

Thomas Dickel et al., assignors to Siemens Audiologische Technik
GmbH

30 September 2003„Class 381Õ316…; filed in Germany
26 November 1999

Signals in a digital hearing aid are normally limited to a maximum
value to prevent intense sounds from exceeding the threshold of discomfort
for a wearer. To prevent the spectra of the limited signal and its periodic
continuations from overlappling, prior to limiting the maximum signal

value, the sampling rate of the signal is increased following A/D conversion,
resulting in greater separation between the limited signal spectral compo-
nents and the fundamental spectrum of the signal.—DAP

6,628,795

43.66.Ts DYNAMIC AUTOMATIC GAIN CONTROL
IN A HEARING AID

Carl Ludvigsen, assignor to Widex AÕS
30 September 2003„Class 381Õ321…; filed 16 October 2000

Response times of an AGC function in a hearing aid are designed to
provide relatively fast gain adjustment with short attack and release times at
high input and/or output sound levels and relatively slow adjustment with
long attack and release times at low input and/or output sound levels. Ad-
vantages are to prevent clipping and exceeding the wearer’s pain threshold
at high sound levels and to reduce audible pumping artifacts at lower sound
levels.—DAP

6,633,645

43.66.Ts AUTOMATIC TELEPHONE SWITCH FOR
HEARING AID

Mark A. Bren and Timothy S. Peterson, assignors to Micro Ear
Technology, Incorporated

14 October 2003„Class 381Õ1…; filed 7 August 2002

A switch in a hearing aid utilizes the presence of a magnetic field from
a telephone handset to automatically switch between acoustic input via mi-
crophone and inductive input via an induction coil in the hearing aid. The
switch function may be implemented with a reed switch.—DAP

6,639,564

43.66.Ts DEVICE AND METHOD OF USE FOR
REDUCING HEARING AID RF INTERFERENCE

Gregory F. Johnson, Aptos, California
28 October 2003„Class 343Õ702…; filed 30 September 2002

An apparatus that forms a directional antenna may be incorporated
within a personal wireless device~PWD! during manufacture or as an after-
market accessory on PWDs having an external antenna port. The antenna

radiation pattern is directed away from the body which reduces rf interfer-
ence into hearing aids as well as radiation into the wearer’s body.—DAP

6,643,378

43.66.Ts BONE CONDUCTION HEARING AID

Daniel R. Schumaier, Johnson City, Tennessee
4 November 2003„Class 381Õ326…; filed 2 March 2001

A vibratory transducer16 is positioned in the ear canal adjacent to the
mastoid bone18. A microphone signal is amplified and sent to the vibrator,

which transfers the signal to the opposite cochlea via the mastoid bone.—
DAP
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6,643,373

43.71.Bp SPEAKER VOLUME INDICATOR FOR
TELEPHONE HANDSETS

Robert D. Hughes, Andover, Massachusetts
4 November 2003„Class 379Õ433.04…; filed 6 October 2000

The aim of this loudness indicator, which can be incorporated into a
telephone handset, is to assist hard-of-hearing persons speaking into a tele-
phone receiver to keep their voices down to a moderate level. A microphone
detects the sound pressure level of the user’s speech and a series of colored
lights indicate the speech loudness, e.g., green for ‘‘normal,’’ yellow for
‘‘somewhat above normal,’’ and red for ‘‘really excessive loudness.’’—DRR

6,511,324

43.71.Ft PHONOLOGICAL AWARENESS,
PHONOLOGICAL PROCESSING, AND READING
SKILL TRAINING SYSTEM AND METHOD

Janet M. Wasowicz, assignor to Cognitive Concepts, Incorporated
28 January 2003„Class 434Õ167…; filed 6 October 1999

This computer-based, interactive phonetic environment provides a set
of games which expose the child to various phonetic sequences, accompa-
nied by suitable pictures and story line. A speech recognizer provides a
limited degree of phonetic analysis, allowing the child to respond by speak-
ing one of a limited range of sounds. The games are arranged to teach
phonetic distinctions based on formant transitions, durations, and other like
phonetic characteristics.—DLR

6,519,561

43.72.Fx MODEL ADAPTATION OF NEURAL TREE
NETWORKS AND OTHER FUSED MODELS
FOR SPEAKER VERIFICATION

Kevin Farrell and William Mistretta, assignors to T –Netix,
Incorporated

11 February 2003„Class 704Õ232…; filed 3 November 1998

The patent describes a method by which the speaker models for any of
several types of speaker verification systems can be dynamically updated to
reflect the voice characteristics of the latest verified speech sample. The
method is said to be applicable to neural network trees, Gaussian mixture

models, dynamic time warping, or combination systems using any of these
methods. What is described is a straightforward technique of updating the
weights or occurrence counts in the model once a given point in the feature
space has been located. The figure shows how the node weights would be
altered in a neural network tree system.—DLR

6,600,740

43.72.Gy VOICE QUALITY OPTIMIZATION ON
MULTI-CODEC CALLS

Eric Valentine and Walter Lee Davidson, assignors to Ericsson
Incorporated

29 July 2003„Class 370Õ365…; filed 3 October 1998

A communication network is proposed with signals indicating the en-
coding technique employed at the sending end. This is to enable the receiv-
ing end to optimize its decoding algorithm based on the encoding
algorithm.—RSM

6,629,000

43.72.Gy MPEG PORTABLE SOUND
REPRODUCING SYSTEM AND A REPRODUCING
METHOD THEREOF

Kwang-su Moon and Jung-ha Hwang, assignors to MPMan.com
Incorporated

30 September 2003„Class 700Õ94…; filed in the Republic of Korea
24 November 1997

A methodology is outlined to control all operations of downloading,
converting, reproducing, and storing sound data compressed with the MPEG

method in a portable configuration. Means are also provided to transmit and
receive sound and program data from external devices.—DAP

6,631,196

43.72.Gy METHOD AND DEVICE FOR USING AN
ULTRASONIC CARRIER TO PROVIDE WIDE
AUDIO BANDWIDTH TRANSDUCTION

Jon C. Taenzer and Robert J. Higgins, Jr., assignors to GN
ReSound North America Corporation

7 October 2003„Class 381Õ316…; filed 7 April 2000

An inaudible ultrasonic signal is transmitted into the ear canal. The
nonlinearities of the middle and/or inner ear demodulate the audio via an

ultrasound-to-audio sound conversion in a confined volume. Ultrasound dif-
ference frequency pressure is converted into audible pressure, producing a
constant pressure sound intensity across the entire audio bandwidth.—DAP
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6,647,369

43.72.Gy READER TO DECODE SOUND AND PLAY
SOUND ENCODED IN INFRA-RED INK ON
PHOTOGRAPHS

Kia Silverbrook et al., assignors to Silverbrook Research Pty
Limited

11 November 2003„Class 704Õ273…; filed 20 October 2000

A camera system has means for recording sound associated with a
photograph. The prerecorded audio is encoded on the photograph using an
array of printed infrared ink dots. Reed–Solomon encoding may be used to
provide error correction. After decoding, the audio is stored in memory for
playback via a sound processing chip and loudspeaker.—DAP

6,502,074

43.72.Ja SYNTHESISING SPEECH BY CONVERTING
PHONEMES TO DIGITAL WAVEFORMS

Andrew Paul Breen, assignor to British Telecommunications
public limited company

31 December 2002„Class 704Õ260…; filed in the European Patent
Office 4 August 1993

This system for speech synthesis by concatenation of phonetic seg-
ment waveforms looks up strings of up to five phonetic symbols in a pho-
netic network. Each node in the symbol network is linked to a waveform
fragment. Waveform fragments are selected according to the longest context
available, using a feature vector system to choose between available candi-
date sequences. The patent describes procedures for building the symbol/
waveform datebase from an extended speech sample as well as the search
methods for locating appropriate waveform segments during synthesis.—
DLR

6,505,158

43.72.Ja SYNTHESIS-BASED PRE-SELECTION OF
SUITABLE UNITS FOR CONCATENATIVE
SPEECH

Alistair D. Conkie, assignor to AT&T Corporation
7 January 2003„Class 704Õ260…; filed 5 July 2000

This system for speech synthesis by concatenation of phonetic seg-
ment waveforms includes prosodic and spectral information in a database of
triphone sequences. During synthesis, the phonetic string to be synthesized
includes prosodic targets, which are matched against the available database
candidates. A novel aspect of the system is that the waveform segment
database is compiled by creating millions of phonetic sequences using a
high-quality synthesis algorithm. This allows the construction of an exten-
sive triphone inventory with each triphone represented with a variety of
prosodic features. The result is a large-memory synthesizer which requires
minimal processor time during execution.—DLR

6,510,413

43.72.Ja DISTRIBUTED SYNTHETIC SPEECH
GENERATION

Mark R. Walker, assignor to Intel Corporation
21 January 2003„Class 704Õ258…; filed 29 June 2000

This network-based speech synthesis system is intended to allow op-
timization of network data transmission loads with minimal computational
requirements at the client’s end of the connection. Facilities are provided for
converting portions of a web page into annotated phonetic text. The text
may be converted to audio waveforms at a server site or a client site, de-
pending on available processing capabilities. Various alternate forms of syn-
thesis are discussed.—DLR

6,513,007

43.72.Ja GENERATING SYNTHESIZED VOICE AND
INSTRUMENTAL SOUND

Akio Takahashi, assignor to Yamaha Corporation
28 January 2003„Class 704Õ258…; filed in Japan 5 August 1999

This is an alternative implementation of the old channel vocoder tech-
nique by which a human voice and a musical instrument sound are com-
bined to produce a talking instrument. Disadvantages are cited for known
methods of channel vocoding, filter-bank analysis and reconstruction, termi-
nal analog synthesis, linear prediction coding, etc. A method referred to as

‘‘dynamic cutting’’ extracts coefficients from the speech input signal. The
coefficients then drive a FIR-based, time-domain convolution of the second
input signal to synthesize the output signal. Details of the dynamic cutting
process seem a bit sketchy, but a reference to an earlier Japanese patent is
provided.—DLR

6,513,008

43.72.Ja METHOD AND TOOL FOR
CUSTOMIZATION OF SPEECH SYNTHESIZER
DATABASES USING HIERARCHICAL
GENERALIZED SPEECH TEMPLATES

Steve Pearsonet al., assignors to Matsushita Electric Industrial
Company, Limited

28 January 2003„Class 704Õ260…; filed 15 March 2001

This speech synthesis system is intended for generating spoken direc-
tions in an automobile navigation system. The system described is said to be
more flexible than prior synthesizers in having dynamic, hierarchical data
structures which allow modification of prosodic and other features late in the
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synthesis cycle. The lexical database includes sets of templates which are
used to transfer phonetic, prosodic, and semantic elements into the active
synthesis structure. The method is said to be suitable for additional applica-
tions, including foreign language teaching and general Internet content
synthesis.—DLR

6,516,207

43.72.Ja METHOD AND APPARATUS FOR
PERFORMING TEXT TO SPEECH SYNTHESIS

Vishwa N. Gupta and Paul Boucher, assignors to Nortel Networks
Limited

4 February 2003„Class 455Õ563…; filed 7 December 1999

This speech synthesizer, intended for use in a cell phone or similar
environment, allows the remote unit to specify speaker characteristics, such
as vocal tract length or pitch range, which are sent from the remote unit to
the base station using a low-rate data channel. Text from a distant terminal
is then synthesized at the base station using the speaker information and
transmitted as voice to the remote unit. Alternative embodiments would
support a synthesis capability in the remote unit.—DLR

6,516,298

43.72.Ja SYSTEM AND METHOD FOR
SYNTHESIZING MULTIPLEXED SPEECH AND
TEXT AT A RECEIVING TERMINAL

Takahiro Kamai et al., assignors to Matsushita Electric Industrial
Company, Limited

4 February 2003„Class 704Õ260…; filed in Japan 16 April 1999

This speech synthesizer, for use in a receiving terminal such as a cell
phone, provides a variety of capabilities centered around a CELP synthe-
sizer. The synthesizer is based on line spectrum pair coefficients with an
adaptive code book source. A variety of parameter and transmission schemes
split up the synthesis parameters in various ways between a data channel
and a text channel, allowing generation of prosodic information and conver-
sion of text to phonetic streams at various alternate locations.—DLR

6,606,382

43.72.Kb SYSTEM AND METHOD FOR
IMPLEMENTATION OF AN ECHO CANCELLER

Samir K. Gupta, assignor to Qualcomm Incorporated
12 August 2003„Class 379Õ406.05…; filed 27 January 2000

Echo cancellers possess residual echo cancellers that attentuate only
when residual echo is present. This can result in abrupt changes in the
attenuation applied to an output signal as the state changes from echo
present to near-end speech present or double talk. This patent proposes that
these transitions be smoothed in order to reduce annoyance for the users and
load on the vocoder.—RSM

6,625,279

43.72.Kb APPARATUS AND METHOD OF
ESTIMATING ECHO PATH DELAY

Kwang-Seop Eom, assignor to Samsung Electronics Company,
Limited

23 September 2003„Class 379Õ406.01…; filed in the Republic of
Korea 19 July 1999

A method is proposed for reducing the amount of computation for
echo cancellation by estimating time delay to the echo-causing impedance

discontinuity. An adaptive filter is used to estimate the delay from transmit-
ted and received low-passed and decimated signals.—RSM

6,628,781

43.72.Kb METHODS AND APPARATUS FOR
IMPROVED SUB-BAND ADAPTIVE FILTERING IN
ECHO CANCELLATION SYSTEMS

Patrik Grundströ m and Fredrik Ehrenstrå le, assignors to
Telefonaktiebolaget LM Ericsson„publ…

30 September 2003„Class 379Õ406.14…; filed 3 June 1999

This patent proposes that when using subband adaptive filtering,
neighboring bands overlap at the frequency values for which they are 3 dB
down from the all-band response. Aliasing will be mitigated with such a
method.—RSM

6,636,604

43.72.Kb METHOD AND DEVICE FOR
SUPPRESSING ECHO IN A HANDS FREE DEVICE
SUCH AS A TELEPHONE

Peter Taege, assignor to Deutsche Telekom AG
21 October 2003„Class 379Õ406.01…; filed in Germany 1 December

1997

Residual echo suppression is attained by controlling the gain of am-
plifiers in the receiving and sending paths. The control signals are the sum of
the far- and near-signal powers and the ratio of the near-signal power to the
far-signal power. The change of state in amplifier gains is produced using
exponential changes in time for a natural sounding signal.—RSM

6,501,833

43.72.Ne METHOD AND APPARATUS FOR
DYNAMIC ADAPTATION OF A LARGE
VOCABULARY SPEECH RECOGNITION SYSTEM
AND FOR USE OF CONSTRAINTS FROM A
DATABASE IN A LARGE VOCABULARY SPEECH
RECOGNITION SYSTEM

Michael S. Phillips and John N. Nguyen, assignors to Speech
Works International, Incorporated

31 December 2002„Class 379Õ88.07…; filed 3 October 1997

A highly structured lexical network is intended for use in a large-
vocabulary speech recognition system. Three types of nodes, phonetic con-
straints, word classes, and word connections, are combined to form subnet-
work fragments, which are then precompiled and cross-linked to other
subnetworks. The overall network consists of three levels of words distin-
guished by usage frequency, with the most active subnetworks comprising
up to perhaps 1000 most commonly used words. A few hundred thousand
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words may be stored in the form of phonetic baseforms, which may be
rapidly compiled into active subnetworks. Millions of words may be avail-
able in the form of phonetic spellings. New vocabulary may be added to the
networks during usage by first storing the new item in spelled form, then
promoting it into the compiled forms as usage indicates. The patent provides
considerable detail on the organization of the various nodes and networks.—
DLR

6,505,154

43.72.Ne METHOD AND DEVICE FOR COMPARING
ACOUSTIC INPUT SIGNALS FED INTO AN
INPUT DEVICE WITH ACOUSTIC REFERENCE
SIGNALS STORED IN A MEMORY

Hermann Bottenbruch and Michael Mertens, assignors to
Primasoft GmbH

7 January 2003 „Class 704Õ236…; filed in Germany 13 February
1999

This relatively simple acoustic recognizer is intended for use in control
applications, such as appliance control or automotive device control. A
simple or complex tone or a vowel sound is analyzed as a Fourier spectrum
and various spectral features, such as highest peak frequency, envelope am-
plitude, and pitch, are extracted. These features are used to search a refer-
ence vector space. There appears to be some mechanism for accepting se-
quential feature vector frames, however, most of the discussion relates to
classification of individual frames.—DLR

6,507,815

43.72.Ne SPEECH RECOGNITION APPARATUS
AND METHOD

Hiroki Yamamoto, assignor to Canon Kabushiki Kaisha
14 January 2003„Class 704Õ231…; filed in Japan 2 April 1999

This large-vocabulary speech recognizer uses a well-known phonetic
tree structure for storing the lexical database. Each node contains a list of
words having a common initial phoneme sequence and branching according
to the next phoneme. At each node, a language model is consulted to deter-
mine the likelihood of each possible pathway through that node.—DLR

6,510,412

43.72.Ne METHOD AND APPARATUS FOR
INFORMATION PROCESSING, AND MEDIUM FOR
PROVISION OF INFORMATION

Takashi Sasaiet al., assignors to Sony Corporation
21 January 2003„Class 704Õ257…; filed in Japan 2 June 1998

This personal information management system uses speech recogni-
tion to identify certain keywords in the input speech and uses these to
determine certain conceptual elements from which the user’s intentions are

determined. Given a fairly limited range of expectations, the assumption is
that memos pertaining to schedules, ticket purchases, etc., can be appropri-
ately classified.—DLR

6,513,006

43.72.Ne AUTOMATIC CONTROL OF HOUSEHOLD
ACTIVITY USING SPEECH RECOGNITION
AND NATURAL LANGUAGE

John Howard and Jean-Claude Junqua, assignors to Matsushita
Electronic Industrial Company, Limited

28 January 2003„Class 704Õ257…; filed 6 June 2001

This natural-language speech recognizer provides a natural user inter-
face to the operating manual and activity guide for a complex home elec-
tronic services system. A version of the operating manual is provided in the
form of a semantic representation which is accessible by the natural-
language parser activated during the analysis of spoken inputs. The system
allows easy access to control home automation or entertainment systems. A
dialog manager and synthesis system provide spoken feedback to the user.
The parser appears to be based on a slot grammar, although few details are
provided. Recognition and synthesis system techniques are not described.—
DLR

6,519,562

43.72.Ne DYNAMIC SEMANTIC CONTROL OF A
SPEECH RECOGNITION SYSTEM

Michael S. Phillips et al., assignors to Speechworks International,
Incorporated

11 February 2003„Class 704Õ240…; filed 25 February 1999

This speech recognizer works in cooperation with a set of semantic
rules provided by the application to improve the recognition result. The
initial output of the recognizer is ann-best list of candidate word strings,
each marked with a probability value and a set of semantic element/value
pairs for keywords in the string. The entire list is passed to the application,
where a set of semantic rules is applied to the semantic elements and may
modify the associated values based on the current situation, external condi-
tions, etc. The entire list is then passed back to the recognizer, which adjusts
the string probabilities and, if necessary, reorders then-best list. The appli-
cation then selects the most probable word string.—DLR
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6,629,075

43.72.Ne LOAD-ADJUSTED SPEECH RECOGINTION

Johan Schalkwyk, assignor to SpeechWorks International,
Incorporated

30 September 2003„Class 704Õ270…; filed 9 June 2000

Processor loading during speech recognition operations for interactive
voice response systems is here determined in four categories depending on
the number of callers at one time: idle, normal, busy, and pegged. The
speech processor is configured for a particular usage limit associated with
each loading category. Goals are to accommodate peak periods of speech
recognition system use and improve accuracy of speech recognition during
nonpeak periods.—DAP

6,627,802

43.75.De REINFORCING BRACES FOR STRINGED
MUSICAL INSTRUMENTS AND METHOD FOR
POSITIONING SAME

Grady Jones, Burton, Michigan
30 September 2003„Class 84Õ290…; filed 13 February 2002

Plate vibrations in stringed instruments exhibit moding. As the author
remarks, these studies have been performed over several decades by a vari-
ety of researchers. The author proposes testing the plates for modes and
using these results to place bracing where the best sound will result. Since
the proof of the pudding is in the eating, final results would be advantageous
but, alas, these are sadly lacking.—MK

6,627,808

43.75.Gh ACOUSTIC MODELING APPARATUS AND
METHOD

Elon Ray Coatset al., assignors to Peavey Electronics
Corporation

30 September 2003„Class 84Õ723…; filed 3 September 2002

A solid body electric guitar lacks a body resonance. This patent
teaches that a body vibration sensor located near the neck/body junction can
be amplified and recombined with the string vibrations as shown in the

figure. Furthermore, it can all be done with analog circuitry as shown in
schematics presented in the patent. However, Karjalainen and others have a
DSP scheme that directly models the body resonance without tricks. Which
would you choose?—MK

6,632,989

43.75.Kk ELECTRONIC PAD WITH VIBRATION
ISOLATION FEATURES

Kiyoshi Yoshino and Masato Katsuda, assignors to Roland
Corporation

14 October 2003„Class 84Õ402…; filed in Japan 22 August 2000

Cymbals can be used as sensors if some fundamental changes are
made as shown in the figure. First, the cymbal surface is coated with rubber

2 to reduce the hit sound. Second, piezoelectric sensors are added at the
edge6, 7 and in the center8. They are connected to output cable14.—MK

6,624,348

43.75.Mn ELECTRONIC PIANO HAVING VARIABLE
KEYS

Nobukado Matsutsuka, assignor to Kabushiki Kaisha Matsuya
Sougou Kenkyusyo

23 September 2003„Class 84Õ719…; filed in Japan 27 June 1996

The basic idea is to divide the piano keyboard into zones, or ‘‘big
keys,’’ 3, 4, 5, etc. The abstract states that ‘‘One can play the electronic
piano in a sense of play. Besides, since each of the zones can be struck in a

lump, this electronic piano is suitable for a person having large hands and
fingers or a person declined in dexterity such as an old person or a physi-
cally handicapped person.’’—MK

6,629,067

43.75.St RANGE CONTROL SYSTEM

Tsutomu Saito et al., assignors to Kabushiki Kaisha Kawai Gakki
Seisakusho

30 September 2003„Class 704Õ207…; filed in Japan 15 May 1997

Karoke is the well-known entertainment of singing along with a
soundtrack. Unfortunately, untrained singers lack the vocal range of the
original performer. And so, the first idea is to pitch shift the untrained
vocalist. If the computer knows the reference pitch of the original singer,
then the pitch-shifted output can be closer to the original recording. In
addition, it is well known that due to formant placement, pitch shifting will
sound wrong unless the formants are moved into their expected places.
Accordingly, the formants will be shifted into the right place. It’s unfortu-
nate that Kawai couldn’t be bothered to find the many references to pitch
shifting and left it all to the examiner.—MK

6,640,126

43.80.Qf ACOUSTIC GATING MONITOR FOR
MAGNETIC RESONANCE IMAGING SYSTEM

Hsu Chang, assignor to Toshiba America MRI, Incorporated
28 October 2003„Class 600Õ413…; filed 26 February 2001

This is a system that monitors a patient undergoing magnetic reso-
nance imaging~MRI! and triggers an acoustic signal in response to a physi-
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ological sensor on the patient. The acoustic feedback signal is generated by
one of the MRI gradient coils and may be indicative of the patient’s heart-
beat or some other physiological event.—DRR

6,641,535

43.80.Qf ULTRASONIC PROBE, IN PARTICULAR
FOR MANUAL INSPECTIONS

Paul Buschkeet al., assignors to Agfa NDT GmbH
4 November 2003„Class 600Õ437…; filed in Germany 22 November

2000

This ultrasonic probe, intended for manual use, has a housing that
accommodates an ultrasonic crystal and has a contact surface for contacting
the surface of a body to be inspected. At least one miniature digital camera

is aligned to view the surface of the body and supply an image of portions
of the surface at intervals. Images taken at two different times are compared
to determine the displacement of the housing relative to the surface through
a displacement memory.—DRR

6,645,145

43.80.Qf DIAGNOSTIC MEDICAL ULTRASOUND
SYSTEMS AND TRANSDUCERS UTILIZING
MICRO-MECHANICAL COMPONENTS

William R. Dreschel et al., assignors to Siemens Medical Solutions
USA, Incorporated

11 November 2003„Class 600Õ443…; filed 24 September 2001

Instead of electro-mechanical or electronic switches, micro-
mechanical switches are used to control ultrasound systems and transducers.
The patent asserts that use of these purely mechanical devices avoids current
leakages, effects of capacitive coupling, electrostatic discharges, loss of sig-
nal integrity, etc. With the use of the newer technology of micro-mechanical
devices, costs may be reduced and smaller, denser ultrasound transducer
arrays developed.—DRR

6,645,148

43.80.Qf ULTRASONIC PROBE INCLUDING
POINTING DEVICES FOR REMOTELY
CONTROLLING FUNCTIONS OF AN ASSOCIATED
IMAGING SYSTEM

An Nguyen-Dinh and Aimè Flesch, assignors to Vermon
11 November 2003„Class 600Õ459…; filed 20 March 2001

A pointing device similar to a computer mouse is mounted on an
ultrasonic probe so that a user can remotely control the basic functions of
the associated imaging system. The pointing device is effectively an exten-

sion of the controls provided by the keyboard so that the user, at his or her
option, may access either the major image settings from the remote pointing
device or all of the functions of the system using the keyboard.—DRR

6,645,149

43.80.Qf ULTRASOUND DEVICES

Leonard Smith, assignor to Deltex„Guernsey… Limited
11 November 2003„Class 600Õ459…; filed in the United Kingdom 13

April 1999

This ultrasound probe is intended for use as a haemodynamic monitor.
It incorporates a host signal processor and an interconnect cable. The sin-
gular feature of the disposable probe is that it includes a memory device that
communicates with the host processor to deliberately limit the probe’s life,
rendering it inoperable if an attempt is made to use it for more than one
patient. Now that’s designed-in obsolescence!—DRR

6,645,151

43.80.Qf ULTRASONIC PROBE

Kazuyoshi Irioka et al., assignors to Matsushita Electric
Industrial Company, Limited

11 November 2003„Class 600Õ459…; filed in Japan 26 November
1999

The object of this probe is to radiate an ultrasonic wave to noninva-
sively inspect the interior of a patient’s body. The scan mechanism consists
of rotating and swinging mechanisms. The rotating mechanism rotates a
cylindrical holder carrying a piezoelectric element that emits an ultrasonic
wave and receives the echo. The swinging mechanism swings a rotary base
that supports the rotating mechanism, thus providing an additional degree of
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freedom in allowing the cylindrical holder to swing about an axis of rotation
extending perpendicular to the normal of the piezoelectric element.—DRR

6,650,940

43.80.Qf ACCELEROMETER-BASED HEART
SOUND DETECTION FOR AUTOCAPTURE

Qingsheng Zhuet al., assignors to Cardiac Pacemakers,
Incorporated

18 November 2003„Class 607Õ28…; filed 2 February 2000

This implantable cardiac rhythm management device automatically de-
tects intrinsic and evoked responses of a patient’s heart. In the automatic
capture verification mode, a global accelerometer signal is used to identify
heart sounds S1 and S2. The presence or absence of one or more of these
sounds indicates whether a stimulation pulse has evoked a heart response.
The device may also automatically adjust the stimulation output by follow-
ing a step-down stimulation protocol in which the presence of a predeter-
mined heart sound indicates capture. If the patient’s physical activity level
exceeds a predetermined threshold, the device may also suspend the auto-
matic capture verification sequence.—DRR

6,638,222

43.80.Sh RF ABLATION AND ULTRASOUND
CATHETER FOR CROSSING CHRONIC TOTAL
OCCLUSIONS

Chandru V. Chandrasekaran et al., assignors to SciMed Life
Systems, Incorporated

28 October 2003„Class 600Õ439…; filed 8 February 2002

This catheter combines an ultrasonic transducer and a rf ablation elec-
trode. The ultrasound transducer sends signals to a blood vessel and receives
returned echo signals. The echo signals are used to produce an image of the
tissue surrounding the catheter. A driveshaft rotates the transducer to yield a

360-deg view of the target vessel wall. At the distal end of the driveshaft is
an electrode that is coupled to a rf generator. The rf energy through the
electrode ablates the occluding material in the vessel. A number of tip
shapes for the electrode may be selected according to the configuration of
the vessel and composition of the occluding material.—DRR

6,645,162

43.80.Sh SYSTEMS AND METHODS FOR
ULTRASOUND ASSISTED LIPOLYSIS

Zvi Friedman et al., assignors to Insightec–Txsonics Limited
11 November 2003„Class 601Õ2…; filed 11 June 2001

An external ultrasound transducer placed against a patient’s skin is
used to destroy subcutaneous cells. The transducer emits acoustic energy
focused in a linear focus zone within that tissue region with sufficient in-

tensity to rupture cells with a minimum of heating. The transducer may
consist of one or more elements having a partial cylindrical shape, a single
planar element coupled to an acoustic lens, or a number of linear transducer
elements positioned in an arcuate or planar configuration. Detectors for
sensing cavitation in the focal zone may be included. A frame can be pro-
vided to accommodate movement of the transducer along the patient’s skin
in response to the extent of cellular destruction caused by the transducer.—
DRR

6,649,702

43.80.Sh STABILIZATION AND ACOUSTIC
ACTIVATION OF POLYMERIC MICELLES FOR
DRUG DELIVERY

Natalya Rapoport and William G. Pitt, assignors to University
of Utah Research Foundation; Brigham Young University

18 November 2003„Class 525Õ299…; filed 7 August 2002

Disclosure is made of the methods for stabilizing micelles against
degradation upon dilution and of activating micelles through ultrasound to
release a medical substance. A micelle consists of molecules of a block
polymer containing a hydrophobic block and a hydrophilic block. The hy-
drophobic block forms a core of the micelle with a corona formed of a
hydrophilic block. The core is stabilized by~1! chemical cross linking,~2!
incorporating hydrophobic oil~e.g., vegetable oil! in the core, and~3! incor-
porating a cross-linked interpenetrating network of a stimulus-responsive
hydrogel into the core. The hydrogel is responsive to any stimulus, but
preferably temperature orpH value. A substance such as a drug can be
injected into the dense inner core of the micelles. When subjected to ultra-
sound, the micelles release the substance and then reversibly revert to a
stable dense core and re-encapsulate the substance when the ultrasound is
turned off. It is possible to control the release of the substance by pulsating
the ultrasound.—DRR

6,650,935

43.80.Sh ULTRASOUND DRIVEN DEVICES FOR
ACCELERATED TRANSFER OF SUBSTANCES
ACROSS POROUS BOUNDARIES

David J. Watmough, Inverness, the United Kingdom
18 November 2003„Class 604Õ20…; filed in the United Kingdom

9 October 1998

This is a method for the phonophoretic transfer of an active agent into
or across a porous surface~such as the skin, eggshells, certain vegetables,
and cellulosic surfaces!. The active agent is put in contact with the porous
surface and ultrasound in the frequency range of 20 kHz to 3 MHz is
applied. The active agent is ideally cationic and is disposed in a low-
viscosity carrier. The apparatus consists of an ultrasonic generator, a housing
with a transducer mounted within, and a treatment chamber. The transducer
is aimed toward the treatment chamber, which is equipped with a liquid-
tight membrane and filled with the fluid carrying the active agent. The
membrane retains the fluid in the chamber and is placed against the porous
surface during sonification.—DRR

6,638,220

43.80.Vj ULTRASONIC IMAGING METHOD AND
ULTRASONIC IMAGING APPARATUS

Tomoo Satoh, assignor to Fuji Photo Film Company, Limited
28 October 2003„Class 600Õ437…; filed in Japan 26 February 2001

Initial imaging is used to define range intervals of interest. In subse-
quent imaging, ultrasonic beams are emitted after receiving echoes from the
maximum depth of interest to achieve an increased pulse repetition rate.

SOUNDINGS

1406 J. Acoust. Soc. Am., Vol. 115, No. 4, April 2004 Reviews of Acoustical Patents



Beams can be emitted at angles that are not sequentially incremented to
reduce interference from echoes arriving simultaneously from other direc-
tions or ranges.—RCW

6,638,221

43.80.Vj ULTRASOUND DIAGNOSTIC APPARATUS,
AND IMAGE PROCESSING METHOD

Yasuhiko Abe and Ryoichi Kanda, assignors to Kabushiki Kaisha
Toshiba

28 October 2003„Class 600Õ437…; filed in Japan 21 September 2001

A field that defines the motion of tissue is stored, the motion of points
in a sequence of fields is tracked, intermediate positions are computed, and
images are produced using the values of the intermediate positions.—RCW

6,638,226

43.80.Vj ULTRASOUND IMAGING SYSTEM

Xingbai He et al., assignors to TeraTech Corporation
28 October 2003„Class 600Õ443…; filed 28 September 2001

This system includes a special processing module and memory that are

used to map serial data into vectors, calculate autocorrelation functions and
phase shifts from filtered data, and extract Doppler information.—RCW

6,638,227

43.80.Vj ULTRASOUND IMAGING METHOD AND
APPARATUS USING ORTHOGONAL GOLAY
CODES

Moo Ho Bae, assignor to Medison Company, Limited
28 October 2003„Class 600Õ443…; filed in the Republic of Korea

25 April 2001

Transmit beams consisting of orthogonal Golay-coded pulses are used
to permit imaging at an increased frame rate because mutually orthogonal
codes can be transmitted at the same time and the orthogonality of the codes

can be used to distinguish between echoes that are produced by each
code.—RCW

6,638,229

43.80.Vj IMAGE PRODUCING APPARATUS

Lionel Reyes, Heanor, Derbyshire, the United Kingdom,et al.
28 October 2003„Class 600Õ446…; filed in the United Kingdom

19 October 2000

Intended for use during neurosurgery, this apparatus contains a piezo-

electric element that can be rotated and translated in a housing to obtain
three-dimensional pulse-echo data for volumetric imaging.—RCW

6,641,536

43.80.Vj MEDICAL DIAGNOSTIC ULTRASOUND
IMAGING METHODS FOR EXTENDED FIELD OF
VIEW

John A. Hossacket al., assignors to Acuson Corporation
4 November 2003„Class 600Õ443…; filed 21 February 2002

Two-dimensional essentially coplanar images are aligned and com-
pounded. The compounding adaptively uses image regions, weighting, cor-
relation of echoes, location within the image, and estimated motion. A user
warning that depends on correlation is provided.—RCW

6,641,537

43.80.Vj MULTI-ZONE TRANSMITTER FOR
QUANTITATIVE ULTRASOUND AND IMAGE
MEASUREMENT

Richard Franklin Morris et al., assignors to GE Medical Systems
Global Technology Company, LLC

4 November 2003„Class 600Õ449…; filed 20 July 2001

Two coaxial transducers are used. One transducer may be operated
alone for quantitative measurements of bone. This transducer may also be

operated with a second transducer that provides broad illumination for
imaging.—RCW
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6,641,540

43.80.Vj MINIATURE ULTRASOUND TRANSDUCER

Aaron J. Fleischmanet al., assignors to The Cleveland Clinic
Foundation

4 November 2003„Class 600Õ459…; filed 6 September 2001

This transducer is made on a substrate that has an aperture. Electronic
circuitry is located on one surface of the substrate. Within the aperture and
electrically connected with the circuitry is a piezoelectric element with a
spherical curvature. The transducer can be fabricated using microelectrome-
chanical system~MEMS! technology.—RCW

6,645,147

43.80.Vj DIAGNOSTIC MEDICAL ULTRASOUND
IMAGE AND SYSTEM FOR CONTRAST
AGENT IMAGING

John I. Jacksonet al., assignors to Acuson Corporation
11 November 2003„Class 600Õ458…; filed 25 November 1998

Using a transducer in a catheter, acoustic energy is transmitted and
reflected energy from the contrast agent is received. An image of tissue and
contrast is formed as a function of the reflected energy. Perfusion can be
calculated without interference from other tissues.—RCW

6,647,135

43.80.Vj ULTRASONIC IMAGE PROCESSING
METHOD AND SYSTEM FOR DISPLAYING A
COMPOSITE IMAGE SEQUENCE OF AN ARTERY
SEGMENT

Odile Bonnefous, assignor to Koninklijke Philips Electronics N.V.
11 November 2003„Class 382Õ128…; filed in the European Patent

Office 7 December 1999

A sequence of color-coded bloodflow images is formed at one rate and
another sequence of images showing wall movement is formed at another
rate. Temporal markers related to the cardiac cycle are determined in each
sequence. The sequences are superimposed into composite images by syn-
chronizing corresponding markers.—RCW

6,648,824

43.80.Vj ULTRASOUND IMAGING SYSTEM FOR
PERFORMING RECEIVING FOCUSING AT
POINTS CORRESPONDING TO DISPLAY PIXELS
AND METHOD THEREOF

Jae Sub Hwang and Tai Kyong Song, assignors to Medison
Company, Limited

18 November 2003„Class 600Õ437…; filed in the Republic of Korea
16 February 2000

All rf echoes received in response to a transmit beam focused along a
scan line are stored. The echoes are used to compute image data for points
that do not necessarily correspond to pixels on the display. For the determi-
nation of data displayed, reflected signals from multiple points around the
point of interest are used to detect the peak of the waveform produced by the
echoes. In this way, distortion from conventional interpolation used with a
limited number of scan lines can be reduced.—RCW
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Acoustic backscattering form function of absorbing
cylinder targets (L)

Farid G. Mitri,a) Z. E. A. Fellah, and J. Y. Chapelon
National Institute of Health and Medical Research, INSERM Unit 556—Therapeutic Ultrasound Research
Laboratory, 151 Cours Albert Thomas, 69424 Lyon, cedex 03, France

~Received 20 June 2003; accepted for publication 30 December 2003!

A new expression of the backscattering form functionu f `(k0a,u)u for cylindrical targets, suspended
in an inviscid fluid in a plane incident sound field, is presented. The theory is modified to include
the effects of absorption of shear and compressional waves in viscoelastic materials. The numerical
results presented show how damping effect due to ultrasound absorption influences the cylinder’s
material properties. ©2004 Acoustical Society of America.@DOI: 10.1121/1.1649332#

PACS numbers: 43.20.Fn@LLT # Pages: 1411–1413

I. INTRODUCTION

Echo reflected from spherical and cylindrical targets has
been the subject of many theoretical~Faran, 1951; Hickling,
1962! and experimental~Hampton et al., 1961; Neubauer
et al., 1974; Dragonetteet al., 1974! investigations. Dardy
et al. ~1977! computed the normalized steady-state reflected
pressure or form functionu f `(k0a,u)u for aluminum cylinder
that is quite in agreement with his experimental measure-
ments.

However, the theory as it stands may not be applicable
to absorbing materials such as lead, rubber, and polymeric
materials, since it does not include induced loss effects due
to shear and compressional waves’ absorption in the solid
cylinder.

In this work, a new expression of the scattered far-field
form function is proposed and the theory is modified in order
to calculate sound reflection from absorbing cylinders at nor-
mal incidence. This study follows the work done by Schuetz
and Neubauer~1977!, who calculated in a different way the
far-field form function for aluminum and lucite cylinders.
Here, a wide frequency range is explored and a systematic
comparison with the backscattering form functions’ curves
for three viscoelastic materials~lucite, phenolic polymer, and
polyethylene! is given with emphasis on the effect of absorp-
tion. The case of a lucite cylinder immersed in a high-density
fluid is also discussed. It is difficult to include all types of
absorption in solids since all the mechanisms involved are
frequency dependent. In this analysis, the absorption of
sound was considered of constant amplitude in function of
frequency. This assumption accurately describes the behavior
of many polymeric materials.

II. BACKSCATTERING FROM CYLINDRICAL TARGETS

The scattered pressure produced when an infinite elastic
cylinder is placed in an incident plane acoustic field is given
in the far fieldr @a by ~Faran, 1951!

Ps5P0A 2

pk0r (
n50

`

«n sin~hn!exp~ ihn!cos~nu!, ~1!

wherePs is the scattered wave measured at the field point,
P0 is the incident pressure amplitude at the position of the
cylinder center in the absence of the cylinder,r andu are the
polar coordinates,k0 is the wave number in the fluid me-
dium, andhn is the phase-shift angle of thenth partial wave
defined below. The backscattering form function evaluated at
u5p is given by~Dardy et al., 1977!

u f `~x0 ,p!u5AS 2r

a D Ps

P0
, ~2!

wherea is cylinder radius andx05k0a.
The amplitude of the backscattered form function is then,
from Eq. ~1! and Eq.~2!

u f `~x0 ,p!u5U 2

Apx0
(
n50

`

~21!n«n sin~hn!exp~ ihn!U .
~3!

Absorption is included by the standard method of intro-
ducing complex wave numbers into the theory~Hasegawa
et al., 1977!.
As given by Faran~1951!, the phase-shift angle is expressed
by

hn5tan21FDn~x0!~Fn1Ln~x0!!

Fn1Gn~x0! G , ~4!

where Dn(x0)52@Jn(x0)#/@Yn(x0)#, with Jn(x0) and
Yn(x0) the Bessel function of the first and second kind, re-
spectively, with ordern and argumentx0 .

Fn5
r0

r*

x̃2
2

2 F An~ x̃1!2Bn~ x̃2!

Cn~ x̃1!2Dn~ x̃2!G ,
with r0 andr* the mass densities of the fluid medium and
cylinder material, respectively,x̃15x1(12 ig1), x̃25x2(1
2 ig2), x15(v/c1)a, x25(v/c2)a, with c1 andc2 the ve-
locities of longitudinal and shear waves in the cylindrical
material, andg1 and g2 the normalized longitudinal and
shear absorptions, respectively~Schuetz and Neubauer,
1977!.

An~ x̃1!5
Ln~ x̃1!

Ln~ x̃1!11
; Bn~ x̃2!5

n2

Ln~ x̃2!1n22 1
2x̃2

;
a!Electronic mail: mitri@ieee.org
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Cn~ x̃1!5
Ln~ x̃1!1n22 1

2x̃2

Ln~ x̃1!11
;

Dn~ x̃2!5
n2~Ln~ x̃1!11!

Ln~ x̃2!1n22 1
2x̃2

, ~5!

with Ln( x̃i)52@ x̃iJn8( x̃i)#/@Jn( x̃i)#; i 50,1,2, andGn(x0)
52@x0Yn8(x0)#/@Yn(x0)#; where Jn8(x) and Yn8(x) are the
first-order derivatives of Bessel function of the first and sec-
ond kind, respectively, with ordern and argumentx.

III. NUMERICAL RESULTS AND DISCUSSION

The u f `(x0 ,p)u relationship was evaluated numerically
using Eq.~3!. The results obtained by Dardyet al. ~1977!
were recalculated for an aluminum cylinder in the absence of
absorption. Excellent agreement was found. The three mate-
rials’ physical constants~Hartmann and Jarzynski, 1972;
Hartmann, 1975! for which graphical results are shown, are
listed in Table I. The fluid outside the cylinder was assumed
to be water of densityr051000 kg/m3 in which the sound
velocity is c051500 m/s. Theu f `(x0 ,p)u curves are plotted
as function of the parameterk0a. In addition, for ease of
comparison, the same scales on the graphs have been used. A
large range ink0a was investigated~i.e., 0<k0a<40) with a
step of 0.004. Notice the importance of the statement of the
k0a step used in the numerical calculations, since the reso-
nance phenomena encountered are very sharp.

The results are given in Fig. 1, Fig. 2, and Fig. 3 for

lucite, phenolic polymer, and polyethylene cylinders, with
and without the inclusion of absorption, respectively.
Maxima and minima inu f `(x0 ,p)u curves for these materi-
als in the case of nonabsorption correspond to resonance fre-
quencies of normal vibrational modes of the cylinder. As
expected, the decrease in peak values in the case of absorp-
tion should undoubtedly be attributed to the damping due to
ultrasound absorption by the cylinder material.

In an ingenious paper, Hefner and Marston~2000! stud-
ied the backscattering response of a lucite sphere in water
using the ray approximation theory. They concluded that lu-
cite material exhibits a large increase of low-frequency back-
scattering signals associated with tunneling to a subsonic
Rayleigh wave. This can be verified also from the form-
function curve of a lucite cylinder~Fig. 1! that elicits high
backscattering amplitude at low frequency~low k0a values!.
The presence of this backscattering enhancement may make
lucite cylinders a potential candidate for passive sonar targets
for cases where the narrow resonances may be used to ad-
vantage. Certain other polymers such as phenolic polymer
and polyethylene may also be useful for this application~Fig.
2 and Fig. 3!. Figure 4 shows an additional calculation of the
backscattering form function for lucite cylinder immersed in
a low-viscosity and high-density fluid~in this case mercury!
with and without the effect of absorption. The fluid density is
rHg513 579.04 kg/m3 in which the sound velocity iscHg

51407 m/s ~at 20°C! ~Wikipedia Encyclopedia, 2004!.
~Here, the viscosity of the fluid surrounding the cylinder is

FIG. 1. Backscattering form function for a lucite cylinder immersed in water
with and without the effect of absorption, respectively. One should note the
damping of resonance peaks for the case of absorption.

TABLE I. Material parameters used in the numerical calculations.

Material
Mass density
@103 kg/m3#

Compressional
velocity
c1@m/s#

Shear
velocity
c2@m/s#

Normalized
longitudinal
absorption

g1

Normalized
shear

absorption
g2

Lucite 1.191 2690 1340 0.0035 0.0053
Phenolic
polymer

1.22 2840 1320 0.0119 0.0257

Polyethylene 0.957 2430 950 0.0073 0.022

FIG. 2. Backscattering form function for a phenolic polymer cylinder im-
mersed in water with and without the effect of absorption, respectively. The
high attenuation of resonance peaks appears more clearly for this material
whose absorption coefficients are greater than lucite.
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neglected.! As it was discussed by Hefner and Marston
~2000!, the fluid-loading effect produces interactions be-
tween various resonance modes that can have a significant
effect on the frequency response of the cylinder. This is
clearly observed in Fig. 4, where a ‘‘giant resonance’’ peak
appears at lowk0a values and confirms the results of the
work done on lucite spheres~Hefner and Marston, 2000!.

Absorption effects uponu f `(x0 ,p)u curves appear more
clearly in Fig. 2 and Fig. 3 for phenolic polymer and poly-
ethylene materials whose absorption coefficients are much
greater than lucite. It is a noteworthy fact that many sharp
resonance peaks tends to decrease gradually versusk0a in
the nonabsorbing case. The reason for this is that the absorp-
tion of sound~or ultrasound! by the cylinder material in-
creases at high frequency, as it is well known.

IV. CONCLUSION

A new expression of the backscattering form function of
absorbing cylinder is given and its frequency dependence in
a large frequency bandwidth is analyzed for polymeric ma-
terials. The numerical calculation results are presented indi-
cating how absorption affects the frequency dependence of
the scattering properties of the cylinder material. These re-
sults are of significant importance in underwater acoustics to
compute backscattered sound-field intensity from absorbing
cylindrical targets. Additional work must focus on extending
these computations to calculate the backscattering form func-
tion for tilted absorbent cylinders.
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Discussions on ‘‘Radial vibrations of orthotropic laminated
hollow spheres’’ [J. Acoust. Soc. Am. 113, 847–851 (2003)] (L)
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With the assumption of radial vibration, there exists only a trivial solution for a general orthotropic
hollow sphere and the nonzero solution can be obtained only for a spherically isotropic hollow
sphere~a special case of the orthotropic hollow sphere! and the corresponding proofs are presented.
So, the numerical results given by Stavsky and Greenberg@J. Acoust. Soc. Am.113, 847–851
~2003!# for a general orthotropic hollow sphere are unreasonable. ©2004 Acoustical Society of
America. @DOI: 10.1121/1.1649911#

PACS numbers: 43.40.Ey@ANN# Pages: 1414–1415

I. BASIC EQUATIONS

In a spherical coordinate system (r ,u,w), for a general
orthotropic hollow sphere the basic equations for three-
dimensional problems are presented as follows.1,2

The equations of motion are

]s rr
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1

]t ru

r ]u
1

1
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]t rw
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The strain-displacement relations are
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and the constitutive relations are
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II. PROOFS

In the following, we will prove that under the assump-
tion of the radial vibration, only a trivial solution can be
obtained for a general orthotropic hollow sphere and the non-
zero solution exists only for a spherically isotropic hollow
sphere~a special case of the orthotropic hollow sphere!.

Under the assumption of the radial vibration, the dis-
placement field is3

ur5ur~r ,t !, uu50, uw50. ~4!

Utilizing Eq. ~4!, Eqs.~2! and ~3! can be rewritten as

« rr 5
]ur

]r
, «uu5«ww5

ur

r
, «uw5«wr5« ru50, ~5!

H s rr

suu

sww

J 5F E11 E12 E13

E12 E22 E23

E13 E23 E33

G H « rr

«uu

«ww

J . ~6a!

tuw5twr5t ru50. ~6b!

Utilizing Eqs. ~4!, ~5!, and~6a!, we have

s rr 5s rr ~r ,t !, suu5suu~r ,t !, sww5sww~r ,t !. ~7!

By virtue of Eqs.~4!, ~6a!, and ~7!, we can derive the fol-
lowing two equations from Eq.~1!,a!Electronic mail: wanghuiming@zjuem.zju.edu.cn

1414 J. Acoust. Soc. Am. 115 (4), April 2004 0001-4966/2004/115(4)/1414/2/$20.00 © 2004 Acoustical Society of America



]s rr
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r
~2s rr 2suu2sww!5r

]2ur

]t2 , ~8a!

suu2sww50, ~8b!

where Eq.~8a! is just the same as Eq.~2! presented by
Stavsky and Greenberg3 and Eq.~8b! is the equation which is
omitted by Stavsky and Greenberg. Substituting Eq.~6a! into
Eqs.~8!, we obtain

]2ur

]r 2 12
1

r

]ur

]r
2
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E11

ur

r 2 5r
]2ur

]t2 , ~9a!

~E132E12!
]ur

]r
1~E332E22!

ur

r
50, ~9b!

where

K5E221E3312E232E122E13. ~10!

Next, we will discuss the solutions of Eqs.~9!.
If E13ÞE12, the solution of Eq.~9b! is

ur5C~ t !r 2a, ~11!

where

a5~E332E22!/~E132E12!. ~12!

Substituting Eq.~11! into Eq. ~9a!, we have

rE11

d2C~ t !

dt2 1@E11a~a21!2K#
1

r 2 C~ t !50. ~13!

For the general case,E11a(a21)2KÞ0, we haveC(t)
50 from Eq. ~13!, and thenur(r ,t)50 ~trivial solution! is
obtained. While ifE11a(a21)2K50, we obtain thatC(t)
is a linear function with respect to time. It is not the problem
of vibration that interested engineers and scientists.

If E135E12 andE33ÞE22, also, only a zero solution can
be obtained from Eqs.~9!. So, for the above-mentioned two
cases, only the trivial solutions can be obtained and they are
nonsensical.

If E135E12 andE335E22, then Eq.~9b! is satisfied au-
tomatically, and Eq.~9a! is the unique equation which should
be satisfied by the displacement field and from which the
nonzero solution can be obtained.

III. CONCLUSIONS

From the above analysis, we can conclude that under the
assumption of the radial vibration, only a trivial solution can
be obtained for the general orthotropic hollow sphere and the
nonzero solution exists only for a spherically isotropic hol-
low sphere~a special case of the orthotropic hollow sphere!.
So, using the radial vibration displacement field to discuss
the radial vibrations of general orthotropic hollow spheres is
unreasonable. It is noted here that in the first example con-
sidered by Stavsky and Greenberg3 the first five frequencies
for a single-layered isotropic sphere presented in their Table
I agree well with those predicted by Love’s classical theory.
The reason is that there exist the relationshipsE135E12 and
E335E22 for an isotropic sphere~a special case of the spheri-
cally isotropic sphere!, and then the correct results can be
obtained. In other examples, all the laminated hollow spheres
involve the orthotropic materials, of whichE13ÞE12 and
E11a(a21)2K5438.657 (GPa)Þ0 for glass-epoxy~GE!
and E11a(a21)2K5240.92 (GPa)Þ0 for boron-epoxy
~BE!. As mentioned above there exist only trivial solutions
for these cases. So, all the numerical results for laminated
hollow spheres presented by Stavsky and Greenberg are un-
reasonable.

1A. E. H. Love, Treatise on the Mathematical Theory of Elasticity, 4th
revised ed.~Cambridge University, Press, Cambridge, 1944!.

2S. G. Lekhnitskii,Theory of Elasticity of an Anisotropic Body~Mir Pub-
lishers, Moscow, 1981!.

3Y. Stavsky and J. B. Greenberg, ‘‘Radial vibrations of orthotropic lami-
nated hollow spheres,’’ J. Acoust. Soc. Am.113, 847–851~2003!.
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Dynamic stability of a beam excited by a sequence of moving
mass particles (L)

Seroj Mackertich
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The dynamic stability of an elastically supported Timoshenko beam exited by a continuous sequence
of identical, mass particles attached to and traveling at a constant velocity across the beam has been
investigated. The regions of dynamic stability are determined for different physical system
parameters. Floquet theory is utilized to study the parametric regions of stability, which are
displayed in graphical form. ©2004 Acoustical Society of America.@DOI: 10.1121/1.1652035#

PACS numbers: 43.40.Cw@EGW# Pages: 1416–1419

I. INTRODUCTION

The stability of an elastically supported beam is a com-
mon technical problem in engineering and many solutions
have been proposed in recent years~Abbas and Thomas,
1978; Benedetti, 1974; Bogaez, Nowakowaski, and Popp,
1986; Bolotin, 1964; Mackertich, 1999; Nelson and Conover,
1971; Newland 1970!. This type of problem is interesting
from a theoretical point of view, but has also many practical
applications, e.g., a train traveling on a railroad track, pipe-
line containing flowing fluid, and flutter phenomena in
aeroelastic structures. Newland~1970! studied the instability
of an elastically supported beam under a traveling inertia
load and concluded that the presence of moving train may
therefore reduce the lateral stability of railway track, and
allow buckling to occur at a reduced axial force. Nelson and
Conover~1971! studied the dynamic stability of lateral re-
sponse of a simply supported beam carrying a continuous
series of equally spaced mass particles. They determined the
dynamic stability region for different physical system param-
eters. Both problems were studied on the basis of the classi-
cal Bernoulli–Euler beam theory. Bogaez, Nowakowski, and
Popp~1986! studied the problem of the stability of a Timosh-
enko beam on an elastic foundation under the moving spring-
mass system and concluded that the effects of shear distor-
tion and rotatory inertia are of great influence on the critical
velocities of traveling waves. They can change the configu-
ration of the stability regions. The problem treated here is the
response of a finite, simply supported Timoshenko beam on
elastic foundation excited by a sequence of constant velocity
moving mass particles. The pursuing analysis determines
parametric regions of dynamic stability for the transverse
motion of the beam. The solution is presented within the
framework of a beam theory, which includes the effects of
shear deformation and rotatory inertia.

II. FORMULATION OF THE PROBLEM

Consider a finite, simply supported Timoshenko beam
on an elastic foundation, initially undeformed and at rest,
that is excited by a constant velocity moving masses as
shown in Fig. 1. The equation of motion governing trans-

verse vibration of the beam including shear deformation and
rotatory inertia on elastic foundation can be written as
~Mackertich, 1999!

EI
]4y

]x42S P2m̄
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]2y

]x2 50,

~1!

wherey is transverse displacement of the beam,F is axial
force, P is the time-and-space-dependent applied force per
unit length,E is Young’s modulus,I is the moment of inertia
of the cross-sectional area,m̄ is the mass per unit length,k8
is the shear coefficient,A0 is the cross-sectional area,G is
the shear modulus,r is the radius of gyration,, is the length
of the beam, andk is foundation stiffness per unit length. The
general forceP(x,t) may be written as

P~x,t !52M F]2y

]t2 12n
]2y

]x]t
1n2

]2y

]x2 G
3 (

j 50

N21

d~x2nt1 jd !, ~2!

where n is the velocity of moving mass,M is the moving
mass,N is the number of masses,d is the space between
masses,d (x) is the Dirac-delta function, and terms inside
the bracket represent the transverse acceleration of the mass.
To complete the formulation, the boundary conditions and
initial conditions for a simply supported beam are chosen as

y~0,t !5y~,,t !5
]u

]x
~0,t !5

]u

]x
~,,t !50, ~3!

y~x,0!5
]y

]t
~x,0!5

]2y

]t2 ~x,0!5
]3y

]t3 ~x,0!50, ~4!

where u is rotation of the beam. Using modal expansion
method to solve the above partial differential equation, it is
suggested that the solution is formulated as a superposition
of the product of the modal shape functionf n̄(x) and time
varying modal amplitudesAn̄(t), that is,
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y~x,t !5(
n̄

`

An̄~ t !f n̄~x!, ~5!

where the natural mode shape functions are~Mackertich,
1992!

f n̄~x!5sinS n̄px

, D . ~6!

For a beam on elastic foundation we are interested only the
buckling that will occurs at first mode of vibration. Therefore
let n̄51

y~x,t !5A1~ t !sinS px

, D . ~7!

Substituting~7! into ~1! then integrating over space and con-
sidering the orthogonality of the mode shapes we obtain
modal equation of motion forn̄51,
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It is convenient to write fourth-order modal differential equa-
tion of motion~8! as a system of first-order differential equa-
tions,

b1 j~ t !Ġ352b2 j~ t !G32b3 j~ t !G22b4 j~ t !G1

2b5 j~ t !A1 , ~9a!

Ġ25G3 , ~9b!

Ġ15G2 , ~9c!

Ȧ15G1 . ~9d!

Above equations can be written in the matrix form

$Ġ%5@C~ t !#$G%, ~10a!

where

$Ġ%55
Ġ3

Ġ2

Ġ1

Ȧ1

6 , @C~ t !#5F B11 B12 B13 B14

1 0 0 0

0 1 0 0

0 0 1 0

G ,

$G%5H G3

G2

G1

A1

J ,

and

B1152
b2 j~ t !

b1 j~ t !
, B1252

b3 j~ t !

b1 j~ t !
,

B1352
b4 j~ t !

b1 j~ t !
, B1452

b5 j~ t !

b1 j~ t !
. ~10b!

The coefficient matrixC(t) is continuous and periodic with
periodt. The response of the system can now be studied by
applying Floquet theory~Cesari, 1971! to Eq.~10a!, which is
a first-order system of equations with periodic coefficients.

III. STABILITY ANALYSIS

According to Floquet theory~Cesari, 1971!, the bound-
edness of the solution to~10a! is dependent on the charac-
teristic values of

det@lI 2F~t!#50, ~11!

FIG. 1. Masses crossing the beam with constant veloc-
ity.
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wherel is characteristic value,I is a unit matrix, andF~t! is
the fundamental matrix evaluated att5t.

To obtain the fundamental matrix we letd5V(,/N),
whereV is an arbitrary constant. There are two cases to be
considered depending on the value ofV.

Case 1: WhenV51,2,3,4,... is an integer, Eq.~10a! can
be reduced to a constant coefficient differential equation.

Case 2: WhenVÞ1,2,3,... is not an integer. The coeffi-
cient of Eq.~10a! will remain time dependent.

First, we consider the case 1 whenV51 is an integer.
Substitutingd5(,/N) into ~10b! and expanding the summa-
tion and simplifying we obtained the coefficients of the ma-
trix C(t) to be equal to

B115B1350,

B1252H D@~a1
21a2

2214a2!N112a2#1Cn1

DN11 J ,

and

B1452H Da2@~4a22a1
22a2

2!N24a2#1Cn2

DN11 J .

These simplified coefficients of the matrix~10a! are constant
therefore we have a system of first-order differential equa-
tions with constant coefficients,

$Ġ~ t !%5@C#$G~ t !%, ~12!

where

$Ġ%55
Ġ3

Ġ2

Ġ1

Ȧ1

6 , @C#5F 0 B12 0 B14

1 0 0 0

0 1 0 0

0 0 1 0

G ,

$G%5H G3

G2

G1

A1

J .

Using the general method of solving systems of first-order
differential equations with constant coefficients yields the
fundamental matrix@F(t)#. Substituting for@F(t5t)# in
~11! and evaluating the determinate one obtains the charac-
teristic equation, and the roots of the characteristic equation
are the characteristic values. The solutions are bounded and
the beam is stable if the magnitude of the characteristic value
is greater than 0 and less than or equal to 1.

Next we consider case 2 whenV is not an integer the
coefficient of differential equations remain time dependent.
In general the fundamental matrix cannot be determined in
an analytical form, but there are several approximate meth-
ods to obtain a fundamental matrix@Sinha and Wu~1991!#.

To obtain a fundamental matrix by an approximate
method we replace the elements of the matrixC(t) by n
number of piecewise constant values with the step size of
t/n in the following way:

FIG. 2. Parameter plane—three particles,V51.

FIG. 3. Parameter plane—five particles,V51.

FIG. 4. Parameter plane—10 particles,V51.

FIG. 5. Parameter planeg51.0.

1418 J. Acoust. Soc. Am., Vol. 115, No. 4, April 2004 Seroj Mackertich: Letters to the Editor



C̃~ t !55
C15CS t

2nD if 0<t<
t

n
,

Ck5CF t

2n
~2k21!G if

t

n
~k21!<t<

t

n
k

Cn5CF t

2n
~2n21!G if

t

n
~n21!<t<t,

,

where matrixC̃(t) is also periodic with periodt. Then the
fundamental matrix att5t is given by

F~t!5exp~ tnCn!exp~ tn21Cn21!¯ exp~ t1C1!,

wheret15t25¯tn5t/n.
Similarly to case 1 by examining the eigenvalues of the fun-
damental matrix, we can determine the stability regions. The
larger then, the more accurate the approximation.

IV. RESULTS AND CONCLUSIONS

In this analysis, it is of primary interest to determine
dynamic stability regions for different combinations of elas-
tic foundation constantg and different numbers of mass par-
ticles. For a particular combination of system parameters,
dynamic stability regions were determined. In order to ac-
complish this, each of the parameters was allowed to vary
over a reasonable range of values and the Floquet theory was
applied to each different combination. Figures 2–7 are the
plots of the boundaries between stable and unstable regions
for different combinations of the foundation constantg and
number of mass particles. The numerical method was used to
obtain the plots. Figures 2–4 indicate that for keeping a con-
stant number of mass particles on the beam, while increasing
the foundation stiffnessg, the frequency of free vibration and
boundary curve between stable and unstable regions rises. As
the number of mass particles on the beam increases space
between particles decreases, therefore one can approximate
the loading as a continuous strip of moving mass along the
beam. Housner~1952! studied the stability of uniform elastic
pipe carrying flowing fluids. Housner determined that for a
simply supported pipe the critical fluid velocity for the pipe
to buckle is

ncr5~EI/mf !
1/2p/ l . ~13!

Normalizing the critical velocity,

ncr /~n/2pAEI/m̄/ l !5
1

2
A m̄

mf
, ~14!

where mf is the fluid mass per unit length. An equivalent
fluid mass per unit length is

mf5N* M / l , ~15!

and normalized critical velocity then becomes

ncr /~n/2pAEI/m̄/ l !5
1

2
A 1

N* D
. ~16!

The normalized critical velocity represents the lower bound
for the stability and instability region in the parametric plane.
In Figs. 2–7 zero foundation constantg represents the nor-
malized critical velocity. Figure 5 indicates that for keeping
foundation stiffnessg constant and increasing the number of
masses on the beam, the frequency of free vibration reduces
and the boundary curve between stable and unstable regions
lowers. Figure 6 is the comparison of classical Bernoulli–
Euler beam and Timoshenko beam. Figure 7 represents the
stable and unstable region whenV is not an integer.

Abbas, B. A. H., and Thomas, J.~1978!. ‘‘Dynamic stability of Timoshenko
beam resting on an elastic foundation,’’ J. Sound Vib.60, 33–44.

Benedetti, G. A.~1974!. ‘‘Dynamic stability of a beam loaded by a sequence
of moving mass particles,’’ J. Appl. Mech.41, 1069–1071.

Bogaez, R., Nowakowski, S., and Popp, K.~1986!. ‘‘On the stability of a
Timoshenko beam on an elastic foundation under a moving spring-mass
system,’’ Acta Mech.61, 117–127.

Bolotin, V. V. ~1964!. Dynamic stability of elastic systems Holden-Day, San
Francisco, CA.

Cesari, L.~1971!. Asymptotic behavior and stability problems in ordinary
differential equations~Springer-Verlag, New York!.

Housner, G. W.~1952!. ‘‘Bending vibrations of a pipe line containing flow-
ing fluid,’’ Trans. ASME, J. Appl. Mech.74, 205–208.

Mackertich, S.~1992!. ‘‘Response of a beam to a moving mass,’’ J. Acoust.
Soc. Am.92, 1766–1769.

Mackertich, S.~1999!. ‘‘Dynamic instability of elastically supported beam
under traveling inertia load,’’ J. Eng. Mech. 1327–1329.

Nelson, H. D., and Conover, R. A.~1971!. ‘‘Dynamic stability of a beam
carrying moving masses,’’ J. Appl. Mech. 1003–1006.

Newland, E.~1970!. ‘‘Instability of an elastically supported beam under a
traveling inertia load,’’ J. Mech. Eng. Sci.12, 373–374.

Sinha, S. C., and Wu, D. H.~1991!. ‘‘An efficient computational scheme for
the analysis of periodic systems,’’ J. Sound Vib.151, 91–117.

FIG. 6. Parameter plane—three particles,g51.0.

FIG. 7. Parameter plane—three particles,V50.5.

1419J. Acoust. Soc. Am., Vol. 115, No. 4, April 2004 Seroj Mackertich: Letters to the Editor



Do tests for cochlear dead regions provide important information
for fitting hearing aids?a) (L)

Van Summersb)

Army Audiology and Speech Center, Walter Reed Army Medical Center, Washington, DC 20307-5001

~Received 29 September 2003; revised 29 December 2003; accepted 6 January 2004!

For listeners with cochlear hearing loss, cochlear damage may include ‘‘dead regions’’ with no
functioning inner hair cells and/or associated neurons. Recent studies indicate that amplifying
frequencies more than 1.7 times the edge frequency~1.7Fe! of a high-frequency dead region is
unlikely to improve ~and may reduce! speech scores@Vickers et al., J. Acoust. Soc. Am.110,
1164–1175~2001!; Baer et al., J. Acoust. Soc. Am.112, 1133–1144~2002!#. These results were
taken as evidence that tests to identify dead regions could improve hearing aid fitting. In the current
study, practicing audiologists examined audiograms of listeners diagnosed as having high-frequency
dead regions. The audiologists were given no specific information regarding dead regions for any
individual, and were asked to base amplification decisions entirely on the audiograms. Most
audiologists did not recommend amplification of frequencies with hearing losses exceeding 90 dB
HL. Reexamination of speech results reported by Vickerset al. and Baeret al. indicated that
limiting amplification based on audiograms alone~90-dB rule! or on specific testing for dead regions
~1.7Fe rule! produced similar performance. Thus, testing for dead regions may not provide important
information for hearing aid fitting that is not already available in the audiogram. ©2004 Acoustical
Society of America.@DOI: 10.1121/1.1649931#

PACS numbers: 43.71.Ky, 43.66.Ts@GK# Pages: 1420–1423

I. INTRODUCTION

For listeners with moderate-to-severe high-frequency
hearing loss, the basal cochlea may contain ‘‘dead regions’’
where inner hair cells and/or associated neurons are entirely
nonfunctional. The auditory nerve will not receive input
from these regions. However, at high presentation levels, fre-
quencies normally processed in these regions may still be
detected as a result of spread of excitation to adjacent por-
tions of the cochlea.

Vickers, Moore, and Baer~2001! and Baer, Moore, and
Kluk ~2002! examined whether listeners with high-frequency
dead regions received benefit from amplified high-frequency
speech. Psychophysical tuning curves~PTCs! and tone-
detection thresholds in ‘‘threshold-equalizing noise’’~TEN!
were used to identify hearing-impaired listeners with and
without high-frequency dead regions. Speech recognition
performance was then tested in quiet~Vickers et al., 2001!
and in noise~Baer et al., 2002! using amplified broadband
speech and amplified low-pass speech with high-frequency
regions removed@amplification based on the ‘‘Cambridge’’
fitting rule ~Moore and Glasberg, 1998!#. The results of both
studies indicated that the presence or absence of high-
frequency dead regions was directly linked to whether sub-
jects benefited from high-frequency speech cues. Subjects
without high-frequency dead regions performed best in
broadband speech. Subjects with dead regions did as well,
and sometimes better, in low-pass speech than in broadband
conditions. Both Vickerset al. ~2001! and Baeret al. ~2002!
interpreted their results as suggesting that tests to diagnose

the presence and frequency extent of dead regions may pro-
vide a useful clinical tool in making amplification decisions,
and that amplification of frequencies falling well within
high-frequency dead regions may not be advisable. Specifi-
cally, amplification of frequencies more than 1.7 times the
edge frequency of a high-frequency dead region~1.7Fe! may
not provide any benefit~Vickers et al., 2001; Baeret al.,
2002!.

A complication in interpreting these results is that in
both Vickerset al. ~2001! and Baeret al. ~2002!, listeners
diagnosed as having high-frequency dead regions had sig-
nificantly more high-frequency hearing loss than listeners
without dead regions. Audiograms for the ten ears with no
dead regions and nine ears with dead regions from the two
studies are plotted in Fig. 1~solid lines and dashed lines,
respectively; the heavy solid line and the filled symbols in
the figure will be described later!. Clearly, the audiograms
for these two sets of ears diverge above 2000 Hz, with ears
diagnosed as having high-frequency dead regions showing
greater high-frequency losses. This leads to the question of
whether a separate test for dead regions is likely to be clini-
cally valuable or if the relevant information provided by this
testing is already available in the audiograms. Rankovic
~2002! recently reported articulation index~AI ! analyses of
the speech results reported by Vickerset al. ~2001! and con-
cluded that ability to benefit from high-frequency amplifica-
tion can be accurately predicted based on the audiogram and
presentation levels alone@but see Moore~2002! for an alter-
native interpretation of Rankovic’s findings#.

Based on Rankovic~2002! and Moore~2002!, it is un-
clear whether tests for high-frequency dead regions will lead
to better clinical decisions about high-frequency amplifica-
tion than can be made based on audiograms alone. To exam-

a!These data were presented at the 15th Annual Convention of the American
Academy of Audiology in San Antonio, Texas, April 2003.

b!Electronic mail: walter.summers@na.amedd.army.mil
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ine this question, practicing audiologists were shown audio-
grams for ears diagnosed as having high-frequency dead
regions. Based solely on the audiograms, the audiologists
were asked to assess whether they would prescribe broad-
band amplification, and, if not, to estimate the frequency
limit of where amplification was likely to provide benefit. As
reported below, experienced audiologists were unlikely to
expect benefit from amplification once thresholds exceeded
about 90 dB HL. The speech results reported by Vickers
et al. ~2001! and Baeret al. ~2002! were then reexamined to
see whether limiting high-frequency amplification based on
testing for dead regions led to better speech performance
than limiting based on the audiogram and a 90 dB HL ‘‘rule
of thumb.’’

II. METHODS

Eleven audiologists working in the Army Audiology and
Speech Center at Walter Reed Army Medical Center partici-
pated by completing a one-page handout. The handout con-
tained a single graph with six lines representing audiograms
for the six ears identified as having high-frequency dead re-
gions in Baeret al. ~2002, Table I!. These are six of the nine
ears with dead regions shown in Fig. 1. The following in-
structions appeared on the handout: ‘‘The graph below shows
thresholds for six hearing-impaired listeners. If these were
the only data you had for each listener, would you be likely
to attempt broadband amplification aimed at providing signal
audibility all the way up to 5 kHz in every case? If not, at
what frequency would you be likely to ‘‘give up’’? Please
place an X on each of the six threshold lines at the frequency
where you feel the loss has become severe enough so that
amplification is probably unlikely to provide benefit. In cases
where you would provide broadband amplification, put your
X at 5 kHz.’’

III. RESULTS

Figure 2 shows the six audiograms included in the hand-
out and the responses provided by one of the audiologists
~the X’s!. Note that these data show little variability on they
axis, and that this audiologist would be unlikely to provide

high-frequency amplification once the hearing loss exceeded
about 90 dB HL. For each audiologist, threshold values for
the six X’s on the completed handout~in dB HL! were av-
eraged to get a mean amount of hearing loss where high-
frequency amplification was likely to be discontinued. These
mean values~and their standard deviations! are plotted in
Fig. 3 as a function of years of experience as a practicing
audiologist.

The data in Fig. 3 show some variability that appears to
be related to years of clinical experience. Means displayed in
the right-hand part of the figure, representing audiologists
with more than 10 years of experience, indicate that ampli-
fying high frequencies would not be attempted when losses
exceeded about 90 dB HL. The left-hand portion of the fig-
ure shows that most of the audiologists with fewer years of
experience would provide amplification for greater amounts
of loss. The data from audiologists with over 10 years of

FIG. 1. Audiograms for nine ears with high-frequency dead regions~dashed
lines! and ten ears with no dead regions~solid lines! as previously reported
in Vickers et al. ~2001! and Baeret al. ~2002!. Intersections of audiograms
with the heavy line at 90 dB HL indicate cutoff frequencies for amplification
based on the 90-dB rule. Symbols indicate cutoffs based on 1.7 times the
estimated low-frequency edge of the dead region. FIG. 2. The six audiograms as presented in the handout and responses

provided by one audiologist~X’s!. Note that the handout used a linear fre-
quency scale rather than the log scale more commonly seen in audiograms.
This allowed for finer frequency distinctions to be indicated in the region
above 1000 Hz.

FIG. 3. Mean pure-tone hearing loss at the recommended cutoff frequency
for amplification based on responses to the handout. Means are plotted as a
function of years of experience as a practicing audiologist. Error bars indi-
cate6 one standard deviation.

1421J. Acoust. Soc. Am., Vol. 115, No. 4, April 2004 Van Summers: Letters to the Editor



experience suggest a simple rule. That is, limit high-
frequency amplification to frequencies with losses no greater
than 90 dB HL. This ‘‘90-dB rule’’ provides a recommended
frequency cutoff for high-frequency amplification that can be
compared to the cutoff indicated by the testing for dead re-
gions~1.7Fe rule!. ~It should be noted that most of the audi-
ologists did not simply follow the 90-dB rule in responding
to the survey—there were in fact only two instances where
surveys were returned with all six responses at 90 dB HL.
The 90-dB rule was selected for comparison to the 1.7Fe rule
because the audiologists with more than 10 years of experi-
ence generally did not recommend amplification when
thresholds exceeded 90 dB HL and because the rule provides
a recommended frequency cutoff for high-frequency ampli-
fication directly from the audiogram.!

Figure 1 can now be reconsidered in terms of the rec-
ommended cutoff frequencies for high-frequency amplifica-
tion based on the two rules~90-dB and 1.7Fe!. Using the
90-dB rule, amplification would only be provided for fre-
quencies where thresholds fall above the heavy solid line in
the figure~90 dB HL!. Note first that all thresholds fall above
this line for the ears with no dead regions. Thus, based on the
90-dB rule, broadband amplification would be indicated for
these ears. This fits with the results reported by Vickerset al.
~2001! and Baeret al. ~2002!: these subjects performed best
with broadband amplification. For these ten ears, the 90-dB
rule led to the same recommendation in terms of amplifica-
tion as the additional testing required to specifically identify
dead regions. Thus, for these ears, it appears that testing for

dead regions would not have affected clinical decisions re-
garding amplification.

For the nine ears with high-frequency dead regions, rec-
ommended cutoff frequencies for high-frequency amplifica-
tion based on the 90-dB rule can be compared to recom-
mended cutoffs based on testing to locate the edge
frequencies of dead regions. For these ears, the filled sym-
bols in Fig. 1 indicate cutoff frequencies based on the 1.7Fe

rule @using edge frequency values reported by Vickerset al.
~2001! and Baeret al. ~2002!#. For four of these ears, the
recommended cutoff frequency based on 1.7Fe was nearly
equal to 90 dB HL~triangles in Fig. 1!. Thus, for these ears,
the recommended cutoff frequency for high-frequency am-
plification would be essentially equivalent using either the
90-dB or the 1.7Fe rules. These ears represent additional in-
stances where testing to assess dead regions would not have
altered decisions about amplification.

Cutoff frequencies based on 1.7Fe were lower than cut-
offs based on the 90 dB HL threshold for three ears in Fig. 1
~squares in the figure!. That is, for these three ears, the 90-dB
rule recommends extending amplification to slightly higher
frequencies than 1.7Fe. For two ears the 1.7Fe rule recom-
mends amplifying frequency regions with more than 100 dB
of hearing loss~circles in Fig. 1!. In these instances, the
90-dB rule limits high-frequency amplification slightly more
than the 1.7Fe rule.

The five ears considered in the previous paragraph are
cases in which the 90-dB and 1.7Fe rules led to slightly dif-
ferent recommendations in terms of high-frequency amplifi-

FIG. 4. Identification performance for amplified speech as a function of low-pass filter cutoff frequency@data originally reported in Vickerset al. ~2001! and
Baer et al. ~2002!#. Vertical lines indicate recommended cutoff frequencies for amplification based on 90-dB and 1.7Fe rules ~dashed and solid lines,
respectively!. Signal-to-noise ratios used during in-noise testing are indicated in figure panels.
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cation. In these instances, speech recognition data can be
examined to determine if either rule led to better overall
performance. The speech results reported by Vickerset al.
~2001! and Baeret al. ~2002! for these ears allow this com-
parison and are replotted in Fig. 4. Each panel of the figure
shows speech recognition performance by a single ear for
amplified speech under various lowpass conditions. Within
each panel, performance is plotted as a function of the low-
pass cutoff frequency of amplified speech. Movement to the
right within each panel shows how performance changed as
more and more high-frequency portions of the signal were
presented. The rightmost point in each panel represents am-
plified broadband speech. As noted by both Vickerset al.
~2001! and Baeret al. ~2002!, for these and other listeners
with high-frequency dead regions, there appears to be a point
at which performance stops improving with the addition of
more high-frequency cues. For some ears,~e.g., RC–left
ear!, lowpass filtering appears to result in better performance
than broadband amplification. The question is whether the
90-dB rule provides as accurate an estimate of the appropri-
ate cutoff frequency for amplification in these ears as the
cutoff frequency indicated by specific testing for dead
regions. The vertical lines in Fig. 4 indicate recommended
cutoff frequencies for amplification based on the 90 dB and
1.7Fe rules and allow an examination of this question.

The upper panels in Fig. 4 represent ears where cutoff
frequencies were slightly higher based on the 90-dB rule
than the 1.7Fe rule ~ears represented by squares in Fig. 1!.
For these ears, speech scores showed a small improvement
when amplification was extended above 1.7Fe up to the
90-dB threshold. For the data in these three panels, speech
scores~measured or estimated based on interpolation where
necessary! were, on average, about 3% higher in the more
broadband amplification provided by the 90-dB rule than the
more narrow-band amplification prescribed by the 1.7Fe rule.
This small improvement in performance was statistically sig-
nificant @ t(4)52.848,p,0.05#.

The lower panels in Fig. 4 represent the two cases where
amplification would extend to higher frequencies based on
the 1.7Fe rule than based on the 90-dB rule~circles in Fig. 1!.
For these two ears, the 1.7Fe rule leads to amplification of
frequency regions with more than 100 dB of hearing loss.
The amplification of frequencies with this much hearing loss
did not lead to improved performance over amplification re-
stricted to frequencies with hearing loss no greater than 90
dB HL.

It was noted already that the 90-dB rule provides only an
approximation to the actual frequency cutoff values recom-
mended by the audiologists with more than 10 years experi-
ence who were surveyed. In general, the individual cutoff
frequencies recommended by these clinicians produced simi-
lar percent correct scores in the speech tasks as the 90-dB
and 1.7Fe rules. For these~and perhaps many other! experi-
enced audiologists, specific testing for dead regions may not
improve hearing aid fitting decisions that would be made
without this testing.

IV. CONCLUSIONS

Testing for the presence of cochlear dead regions may be
of clinical value if the results lead to improved decisions
about amplification for hearing-impaired listeners. However,
if the important clinical information provided by this testing
is available directly from the audiogram, the additional test-
ing is clearly unnecessary. In the current study, a simple rule
based directly on the audiogram led to limiting high-
frequency amplification for the same listeners and for similar
frequency regions as indicated by specific testing for dead
regions. The results suggest that tests to identify high-
frequency dead regions do not improve clinical decisions
relating to high-frequency amplification compared to a
simple rule based on absolute thresholds.
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Frequency-dependent attenuation typically obeys an empirical power law with an exponent ranging
from 0 to 2. The standard time-domain partial differential equation models can describe merely two
extreme cases of frequency-independent and frequency-squared dependent attenuations. The
otherwise nonzero and nonsquare frequency dependency occurring in many cases of practical
interest is thus often called the anomalous attenuation. In this study, a linear integro-differential
equation wave model was developed for the anomalous attenuation by using the space-fractional
Laplacian operation, and the strategy is then extended to the nonlinear Burgers equation. A new
definition of the fractional Laplacian is also introduced which naturally includes the boundary
conditions and has inherent regularization to ease the hypersingularity in the conventional fractional
Laplacian. Under the Szabo’s smallness approximation, where attenuation is assumed to be much
smaller than the wave number, the linear model is found consistent with arbitrary frequency
power-law dependency. ©2004 Acoustical Society of America.@DOI: 10.1121/1.1646399#

PACS numbers: 43.20.Bi, 43.20.Hq, 43.35.Bf, 43.35.Cg@MFH# Pages: 1424–1430

I. INTRODUCTION

Frequency-dependent attenuation has been observed in a
wide range of important engineering areas such as acoustics
~Blackstock, 1985; Szabo, 1994; Wojciket al., 1995!, vis-
cous dampers in seismic isolation of buildings~Makris and
Constantinou, 1991!, structural vibration~Enelund, 1996;
Rusovici, 1999; Adhikari, 2000!, seismic wave propagation
~Caputo, 1967; Caputo and Mainardi, 1971!, anomalous dif-
fusions occurring in porous media~Hanyga, 1999!, just to
mention a few. This frequency dependency is described by

E5E0e2a~v!z, ~1!

whereE denotes the amplitude of an acoustic field variable
such as velocity or pressure, andv represents angular fre-
quency. Coefficienta~v! is often characterized with an em-
pirical power law

a~v!5a0uvuy, yP@0,2#, ~2!

for a wide range of frequencies of practical interest, in which
a0 andy are media-specific attenuation parameters obtained
through a fitting of measured data.

The most straightforward strategy in computer simula-
tion of the power-law lossy behavior is to do both math-
ematical and numerical modeling in the frequency domain
via the Laplace transform~Ginter, 2000!. The drawbacks of
this approach are that the frequency-domain methods are of-
ten ineffective for nonlinear problems and the numerical in-
verse Laplace transform is very tedious and expensive. The
time-domain simulation, in contrast, is feasible for general

nonlinear problems and relatively easier to implement and
less costly~Wismer and Ludwig, 1995!. In addition, the
time-domain models also outperform the frequency-domain
models as they allow numerical simulation of various initial
and boundary value problems~Hanyga, 2001a!.

However, it has long been noted that common time-
domain partial differential equations~PDE! can model
merely two extreme cases of frequency-independent (y50)
and frequency-squared dependent (y52) absorption behav-
iors. In many cases of practical interest such as acoustics in
biomedical materials and fractal rock layers, 0,y,2 mostly
appears and the standard time-domain PDE modeling meth-
odology does not apply~Blackstock, 1985; Nachmanet al.,
1990; Szabo, 1994!. In contrast to they50,2 attenuations
well described by the standard PDEs, the attenuations obey-
ing 0,y,2 power law are thus often called the anomalous
diffusion ~Hanyga, 2001c!, nonexponential relaxation, in-
elastic damping~Adhikari, 2000!, hysteretic damping~Gaul,
1999!, singular hereditary or singular memory media
~Hanyga, 1999!, originating from different engineering appli-
cations.

The recent decade has witnessed increasing attention to
accurate time-domain mathematical modeling of such
anomalous (0,y,2) attenuation phenomena, due to a dra-
matic increase in computer simulation of acoustic wave
propagation through human tissues and irregular porous ran-
dom media. Among these existing models are the adaptive
proportional damping model~Wojcik et al., 1995, 1999!, the
time-domain model via finite frequency decomposition~He,
1998; Chen and Holm, 2002a!, the Z-transform model~Wis-
mer and Ludwig, 1995!, the multiple relaxation modela!Electronic mail: chen_wen@iapcm.ac.cn
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~Nachmanet al., 1990; Mastet al., 2001; Yuanet al., 1999!,
the fractional time derivative models~Caputo 1967; Bagley
and Torvik, 1983; Ochmann and Makarov, 1993!, and Sza-
bo’s model via the singular convolution kernel~Szabo, 1993,
1994!. As mentioned by Blackstock~1985!, the space or
space-time modeling of thermoviscous behavior is often re-
placed by a pure-time operation in the above models under
the condition that the thermoviscous term is relatively small.
Ochmann and Makarov~1993! further elaborate that this re-
placement is impossible in the general case where the inter-
action between two oppositely traveling sound waves cannot
be neglected. The preference of the time-only expression is
mostly due to its ease of analysis. For instance, the time-
space representation]3p/]t]z2 in the one-dimension ther-
moviscous wave equation, wheret and z are, respectively,
time and space variables@see Eq.~19! further below#, is ap-
proximated by a triple time derivative]3p/]t3 ~Blackstock
1967; Pierce, 1989; Szabo, 1994!. However, numerical
implementations of the time-only models are still uncom-
mon, and most research is now restricted to the related math-
ematical analysis partly due to great numerical difficulties
involved. In addition, when 1,y, fractional time derivative
involves the initial condition of the second-order derivative
which is unavailable in most practical problems. It is well
known that anomalously attenuative and dispersive media
often establish complicated microstructures in space; the spa-
tial fractional derivative models may therefore instead be
more suitable as a modeling approach, where the initial con-
dition of second-order derivative is never required~Hanyga,
2001b!.

The purpose of this study is to employ the spatial frac-
tional Laplacian, also sometimes called the fractional
Laplace operator and the Riesz derivative, instead of the Sza-
bo’s time convolutional integral and the time fractional de-
rivative to develop linear and nonlinear mathematical models
of anomalous thermoviscous behaviors characterized by non-
zero and nonquadratic frequency dependency. It is known
~Samkoet al., 1987! that the standard definition of the frac-
tional Laplacian leads to a hypersingular convolution integral
as in the Riemann–Liouville fractional derivative. We
present the new definition of the fractional Laplacian which
naturally includes the boundary conditions and has inherent
regularization operation to ease the hypersingularity of the
convolution kernel function. Therefore, it is more useful for
engineering modeling.

In what follows, the new definition of the fractional La-
placian is introduced first in Sec. II, followed by a presenta-
tion and analysis of the linear fractional Laplacian thermo-
viscous models of wave equation in Sec. III. The
corresponding nonlinear models are then developed in Sec.
IV. Conclusions are presented in Sec. V. In the Appendix, a
finite-element numerical model is briefly discussed.

II. FRACTIONAL LAPLACIAN

It is worth pointing out that the fractional Laplacian and
the fractional derivative are two related but different math-
ematical concepts. Both are defined through a singular con-

volution integral, but the former is guaranteed to be the posi-
tive definition like the standard Laplace operator, while the
latter ~Diethelm, 2000! is not.

The conventions of Fourier transform used in Pierce
~1989! and Szabo~1994! are also employed in this study.
Namely

F2S ]nf

]zn D 5~ ik !nF~k,v!, ~3!

F1S ]nf

]tn D 5~2 iv!nF~k,v!, ~4!

whereF(k,v) is the time and space two-dimensional Fou-
rier transforms of a sufficiently good functionf(z,t)

F~k,v!5E
2`

` E
2`

`

f~z,t !e2 i ~kz2vt !dz dt, ~5!

wherek is the wave number. The inverse of the space Fourier
transform is designated asF2

21, and the inverse of the time
Fourier transformF1

21.
A common interpretation of the fractional Laplacian is

to employ the inverse of its Fourier transform~e.g., see
Samkoet al., 1987; Jespersen, 1999!, i.e.,

F2$~2¹2!
*
s/2w%5ksF, 0,s,2, ~6!

~2¹2!
*
s/2w5F2

21$ksF%5
1

2p E Fkseikxdk. ~7!

The fractional Laplacian is also often called the Riesz frac-
tional derivative in terms of the Riesz potential~Gorenflo
and Mainardi, 1998!. The Riesz potentialI d

s of orders of d
dimensions reads~Zahle, 1997; Samkoet al., 1987!

I d
sw~x!5

G@~d2s!/2#

ps/22sG~s/2!
E

V

w~j!

ix2jid2s
dV~j!,

0,s,2, ~8!

whereG denotes the Euler’s gamma function,V is integral
domain. The traditional definition of the fractional Laplacian
involves the approximate finite difference expression~Samko
et al., 1987! and is not well suited for multidimensional ir-
regular domain. By analogy with the fractional time deriva-
tive, we give an analytical definition below

~2¹2!
*
s/2w~x!52¹2@ I d

22sw~x!#. ~9!

It is known that the Laplacian operator has the expression

¹2w~x!5
d2w

dr2
1

d21

r

dw

dr
, ~10!

wherer 5ix2ji . Equation~9! can then be reduced to
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~2¹2!
*
s/2w~x!

52
G@~d221s!/2#

p22s/2222sG@~22s!/2#
¹2E

V

w~j!

ix2jid221s
dV~j!

52
~d221s!sG@~d221s!/2#

p~22s!/2222sG@~22s!/2#
E

V

w~j!

ix2jid1s
dV~j!.

~11!

It is noted that~11! encounters the detrimental hypersingu-
larity, which means the singularity orderd1s is larger than
the topological dimensiond. An alternative way is thus pre-
sented below to define the fractional Laplacian

~2¹2!s/2w~x!52I d
22s@¹2w~x!#

52
G@~d221s!/2#

p~22s!/2222sG@~22s!/2#

3E
V

¹2w~j!

ix2jid221s
dV~j!. ~12!

It is noted that the definition~12! has a weak singularity of
order d221s compared with the hypersingularity of order
d1s in ~11!. The Green’s second identity is useful to connect
~12! and ~11!, and can be stated as

E
V

v¹2w dj5E
V

w¹2v dV~j!

2E
S
S w

]v
]n

2v
]w

]n DdS~j!, ~13!

whereS represents the surface of the domain, andn is the
unit outward normal. Let

v51/ix2jid221s, ~14!

and

w~x!uxPS5D~x!, ~15!

]w~x!

]n U
xPS

5N~x!, ~16!

With the Green’s second identity, the definition~12! is then
reduced to

~2¹2!s/2w~x!52
~d221s!sG@~d221s!/2#

p~22s!/2222sG@~22s!/2#
E

V

w~j!

ix2jid1s
dV~j!1hE

S
Fw~j!

]

]n S 1

ix2jid1s22D
2

1

ix2jid1s22

]w~j!

]n GdS~j!

5~2¹2!
*
s/2w~x!1 h E

S
FD~j!

]

]n S 1

ix2jid1s22D 2
N~j!

ix2jid1s22GdS~j!, ~17!

where

h5
G@~d221s!/2#

p~22s!/2222s@~22s!/2#
. ~18!

It is seen from~17! that the fractional Laplacian definition
(2¹2)s/2 is considered the fractional Laplacian derivative
(2¹2)

*
s/2 augmented with the boundary integral, which is a

parallel to the fractional time derivatives in the Caputo sense
relative to that in the Riemann–Liouville sense.

The above two definitions (2¹2)
*
s/2 and (2¹2)s/2 in-

volve only the symmetric fractional Laplacian for isotropic
media. To simplify the illustration of the basic idea of this
study without loss of generality, we only consider isotropic
media in this paper. For the traditional definition of the an-
isotropic fractional Laplacian see Feller~1971! and Hanyga
~2001!. By analogy with the definitions~11! and~12!, it will
be straightforward to have the corresponding new expression
of the anisotropic fractional Laplacian.

Albeit a long history, the research on the space fractional
Laplacian still appears fairly poor in the literature~Gorenflo
and Mainardi, 1998!. In recent years, some interest has arisen
from anomalous diffusion problems. Readers are advised to
find more detailed description of the fractional Laplacian

from Samkoet al. ~1987!, Zaslavsky~1994!, Gorenflo and
Mainardi ~1998!, Hanyga~2001!, and references therein. In
the Appendix, we briefly discuss the finite-element numerical
model of the fractional Laplacian.

III. LINEAR FRACTIONAL LAPLACIAN
THERMOVISCOUS MODEL

Szabo~1994! started his time-domain model building
and causality analysis of the attenuation power law with the
thermoviscous wave equation~Blackstock, 1967; Lighthill,
1980; Pierce, 1989!, also known as the augmented wave
equation~Johnson and Dudgeon, 1993!, which governs the
propagation of sound through a viscous fluid and can be
stated as

¹2p5
1

c0
2

]2p

]t2
1

m

c0
2

]

]t
~2¹2p!, ~19!

where c0 is the small signal sound speed, andm5 b4h/3
1hB1k(gh21)/cpc/r0 the collective thermoviscous coeffi-
cient, h and hB the shear and bulk viscosity coefficients,
respectively,r0 the ambient density,k thermal conductivity,
gh ratio of specific heats, andcp special heat at constant
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pressure. Equation~19! describes both dispersion~waveform
alternation with respect to frequency! and attenuation behav-
iors. Szabo~1994! pointed out that the low-frequency ap-
proximation of~19! leads to a square dependence of attenu-
ation on frequency with constants

a05m/2c0
3, y52, ~20!

in terms of the power law~2!. Szabo~1994! noted that the
exponenty and the differential order of the lossy term in the
generalized wave equation are related. Namely, the time de-
rivative order of the lossy term is higher thany by 1. By
analogy with this relationship, we generalize~19! via the
space fractional Laplacian and intuitively get

¹2p5
1

c0
2

]2p

]t2
1

2a0

c0
12y

]

]t
~2¹2!y/2p, ~21!

where (2¹2)y/2 is the fractional Laplace. Wheny52, ~21! is
equivalent to the model equation~19!. When y50, ~21! is
reduced to the standard damped wave equation

¹2p5
1

c0
2

]2p

]t2
1

2a0

c0

]p

]t
, ~22!

which describes the frequency-independent attenuation
~Szabo, 1994!.

In order to verify that our intuitive fractional Laplacian
wave equation~21! reflects the frequency power-law attenu-
ation ~2!, the corresponding dispersion equation is derived
below and analyzed. To facilitate the analysis without loss of
generality, let us consider the 1D case of model equation~21!

]2p

]z2
5

1

c0
2

]2p

]t2
1

2a0

c0
12y

]

]t S 2
]2

]z2D y/2

p. ~23!

The Fourier transforms of the time and space derivatives are
given by

F2H ]2p

]z2J 5~ ik !2P52k2P, ~24!

F2H S 2
]2

]z2D y/2

pJ 5~2~ ik !2!y/2P5kyP, ~25!

F1H ]2p

]t2 J 5~2 iv!2P52v2P. ~26!

Applying the time and space Fourier transforms~24!–~26! to
~23!, we have the dispersion equation

k22v2/c0
22 i2a0vky/c0

12y50. ~27!

Sincek5b1 ia andb5v/c, it is straightforward to have

b22a22v2/c0
21 i2ab2 i2a0vby~11 ia/b!y/c0

12y50.
~28!

To move the analysis further, the Szabo conservative small-
ness approximation@Eqs. ~17! and ~18! of Szabo~1994!# is
crucial, i.e.,

a/b'a0uvu lim
y /b05a0uvu lim

y21c0<0.1, ~29!

wherev lim is the frequency limit corresponding to 0.1. As
discussed in Szabo~1994!, the limit frequency range in terms
of ~29! is adequate enough to cover the frequency spectrum
of practical interest in medical ultrasound applications. In
terms of ~29!, ~28! is then approximated by the binomial
expansion as

b22a22v2/c0
21 i2ab2 i2a0vby/c0

12y

12a0yvaby21/c0
12y50. ~30!

Then, separating the real and imaginary parts of the above
Eq. ~30! produces

a5a0v~bc0!y21, ~31a!

b25v2/c0
21~122y!a2. ~31b!

With the further help of the smallness approximation~29!
andb05v/c0 , from ~31a! we derive

a'a0uvuy, ~32!

It is noted that~31a! matches the power law~2!. By now we
have shown that the fractional Laplacian model~23! does
have a power-law attenuation under the Szabo smallness ap-
proximation condition~29! corresponding to the time convo-
lutional integral model~Szabo, 1994! and the time fractional
models~Baglegy and Torvik, 1983!. Szabo~1994! demon-
strated his wave equation is causal indirectly by verifying its
parabolic counterpart is causal. In the latter section III, we
will show that the fractional Laplacian wave equation~21!
can be reduced to the well-known parabolic anomalous dif-
fusion equation. The causality of the latter is guaranteed
~Hanyga, 2001c!. We are therefore convinced that equation
~21! is also causal. It is noteworthy that the fractional La-
placian is a positive definit operator~Gorenflo and
Francesco, 1998!, and the Duhamel’s principle applies to the
fractional Laplacian equations.

IV. NONLINEAR LOSSY MEDIA

Most nonlinear acoustic equations are only useful for
describing lossy media with a quadratic dependence or inde-
pendence on frequency~Szabo, 1993!, and thus have limited
practical utility. In this section, we are concerned with the
extension of the previous linear fractional Laplacian model-
ing methodology to nonlinear media obeying the dissipative
power law of arbitrary exponents. It is noted that the thermo-
viscous representation in the standard nonlinear acoustic
PDE models, which characterizes the effects of absorption
and dispersion, is mostly the same as in the corresponding
linear models. Thus, Blackstock~1985! presented a straight-
forward strategy constructing the nonlinear anomalous at-
tenuation model by simply replacing its attenuation term
with that in the corresponding linear model, while keeping
all other linear and nonlinear terms unchanged. The method-
ology is justified by a perturbation analysis~Blackstock,
1985!. Following this strategy, Szabo~1993! extended his
linear convolution integral modeling of arbitrary power law
exponents~Szabo, 1994! to the Burgers, KZK, and Wester-
velt equations. By analogy with Blackstock~1985! and
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Szabo ~1993!, we can generalize these nonlinear acoustic
models by replacing their thermoviscous term with the frac-
tional Laplacian lossy terms given in Eqs.~21! and ~23!.

It is stressed that the smallness approximation condition
~29!, crucial in the dispersion analysis of the preceding linear
fractional Laplacian models, is also the foundation of the
nonlinear acoustics modeling~Hamilton and Blackstock,
1998; Szabo, 1993!. Thus, all derivations here are consistent.

The Burgers equation may be the best-known simple
nonlinear acoustic model which describes the combined ef-
fects of nonlinearity and dissipation. The one-dimensional
Burgers equation for plane progressive waves is stated as

]p

]t
1Bp

]p

]z
2«

]2p

]z2
50, ~33!

whereB denotes the nonlinear coefficient~Sugimoto, 1991!,
and« is a constant proportional to the coefficients of viscos-
ity and heat conduction~Blackstock, 1985!. It is known
~Blackstock, 1985; Szabo, 1993! that the Burgers equation
~31! describes lossy acoustic propagation of square fre-
quency dependence. To extend the Burgers equation to ac-
commodating power-law media of arbitrary exponenty,
Blackstock~1985! suggests and verifies to some extent that
only the third term of~33! needs to be modified, which in-
volves the absorption, while keeping all others the same.

In terms of an approach detailed by Szabo~1994!, the
hyperbolic wave equation~23! can be approximated to the
parabolic equation by removing the left-hand side term,
namely

1

c0
2

]2p

]t2
1

2a0

c0
12y

]

]t S 2
]2

]z2D y/2

p50. ~34!

And then, integrating~34! with respect to timet and multi-
plying by c0

2, we have

]p

]t
12a0c0

11yS 2
]2

]z2D y/2

p50. ~35!

The model~35! is a generalized diffusion equation and cor-
responds to the Burgers equation~33! without the nonlinear
convection term. The analytical solution of Eq.~35! can be
found in Hanyga~2001c!. Applying the spatial Fourier trans-
form ~25! to ~35!, we have

dP

dt
12a0c0

11ykyP50. ~36!

Thus, the transformation solution is

P~k,t !5Ce22a0c0
11ytky

, ~37!

whereC depends on the initial condition. Wheny52, ~37!
exhibits the normal frequency-squared diffusion. It is clear
that Eq.~37! is a parabolic model originating from Eq.~23!
while holding the capability describing arbitrary power~y!
law attenuation.

By analogy with the generalizing methodology pre-
sented by Blackstock~1985! and Szabo~1993!, the fractional

Laplacian Burgers equation is presented below by simply
adding the nonlinear convection term of Burgers equation
~33! to Eq. ~35!, i.e.,

]p

]t
1Bp

]p

]z
12a0c0

11yS 2
]2

]z2D y/2

p50. ~38!

Note that the nonlinear term in~38! can be considered the
source term in the sense of an inhomogeneous equation
~Szabo, 1993!.

The nonlinear equation model~38! belongs to the so-
called fractal Burgers equations or the fractional advection–
dispersion equation. A detailed analysis of such equations is
given in Bileret al. ~2001!. In higher dimensional cases,~37!
is restated as

]p

]t
1Bp•¹p12a0c0

11y~2¹2!y/2p50, ~39!

where¹p represents the pressure gradient vector, and the dot
stands for a scalar product. Ochmann and Makarov~1993!
also developed the time fractional derivative Burgers equa-
tion to describe the power-law absorptions with arbitraryy.
By using the same strategy, Chen and Holm~2002b! also
developed the fractional Laplacian KZK, Westervelt, general
second-order approximation model, incompressible Naiver–
Stokes, and Boussinesq shallow-water wave equation to in-
corporate arbitrary power-law frequency-dependent dissipa-
tions.

V. CONCLUDING REMARKS

Attenuation plays an essential part in many acoustics
applications, for instance, the ultrasound second harmonic
imaging and high-intensity focused ultrasound beam for
therapeutic surgery. Compared with the Szabo’s time convo-
lutional integral model of the power-law attenuation, the
present fractional Laplacian time-space model has a uniform
and simpler expression. On the other hand, it is also not a
simple task for the fractional time derivative models to ob-
tain the initial conditions of the second-order derivative
when y.1, since most physical systems only provide the
zero- and first-order initial conditions. More importantly,
most anomalous thermoviscous attenuations occur in spa-
tially inhomogeneous environments~Henry and Wearne,
1999!, notably biomaterials and geological random media,
whose microgeometry largely have fractal dimension struc-
tures in space. The power-law formula~2! also shows thaty
is independent of frequencyv ~time scale!. It is therefore
reasonable to think thaty may in fact underlie the spatial
fractal. For example,y varies with different human body tis-
sues, which have different spatial microstructures. We thus
conclude that a spatial representation of the dissipation via
the fractional Laplacian is physically more valid than the
fractional time derivative representations.
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APPENDIX: FEM DISCRETIZATION OF THE LINEAR
FRACTIONAL LAPLACIAN LOSSY WAVE
EQUATION

Let the FEM approximate discretization of a Laplacian
operator be expressed as

2¹2p⇒Kp, ~A1!

wherep represents the pressure value vector at the discrete
nodes. Since the Laplacian is the positive definite operator, it
is well known that its FEM discretization matrixK is also
positive definite. The corresponding FEM formulation of the
fractional Laplacian ofy/2 order is then obtained by

~2¹2!y/2p⇒Ky/2p. ~A2!

It is worth noting here that despite the fact that the FEM
discretization matrixK is sparse,Ky/2 will be a full matrix
underlying the non-local property of the fractional Laplacian,
which models the global interactions in space. The FEM dis-
cretization of the fractional Laplacian wave equation model
~21! is thus stated as

ptt12a0c0
11yKy/2pt1c2Kp5g~ t !, ~A3!

where the subscriptt represents the temporal derivative, and
g(t) is due to the source term. It is obvious that~A3! readily
takes into account frequency-dependent viscous effects for a
multitude of frequency components~broadband signal! with
empirical coefficientsa0 andy of the power-law attenuation.

For a little complicated fitting of measurement fitting,
the empirical formula~2! of frequency dependent attenuation
can be technially replaced by~He, 1998!

a~v!5a11a0uvuy, yP@0,2#, ~A4!

wherea1 is an empirical parameter. Thus, equation~A3! can
be accordingly restated as

pu12~a1c0I 1a0c0
y11Ky/2!pt1c0

2Kp5g~ t !. ~A5!

When y52, the semi-discrete model~A5! brings out the
square frequency dependence and is reduced to the classical
Rayleigh proportional damping model.

The temporal discretization of~A3! can easily be done
via the standard finite difference time integrators. The major
issue here is about computer resource requirements in the
evaluation ofKy/2. The orthodox analytical approach for this
task is costly singular value decomposition, i.e.,

Ky/25FTS ( l i
2D y/2

F, ~A6!

whereF is the orthogonal matrix, the superscriptT repre-
sents the matrix transpose, and( denotes a diagonal matrix
with eigenvaluesl. The popular numerical methods for
evaluatingKy/2 are the Schur decomposition, Pade´ approxi-
mation, and iterative method, which usually require O(n3)
operations~Lu, 1998!. In order to overcome such enormous
cost, a parallel numerical model is under study. The results
will be reported in a separate subsequent paper. As a matter
of fact, the numerical solution of fractional Laplacian equa-
tions has not been researched well, and very few related
reports are known to the authors.

It is also interesting to mention that the matrix power
function of the fractional order@e.g.,~A2!# can be considered
a clear algebraic correspondence to the fractional calculus in
analysis and the fractal in geometry. All three of these meth-
odologies may consist of a complete set of mathematic ap-
paratus in modeling, analyzing, simulating, and visualizing
complex phenomena, where the traditional mathematic meth-
ods of integer order do not work well.
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Our purpose in this paper is to describe the wave propagation in media whose attenuation obeys a
frequency power law. To achieve this, a frequency–domain wave equation was developed using
previously derived causal dispersion relations. An inverse space and time Fourier transform of the
solution to this algebraic equation results in a time–domain solution. It is shown that this solution
satisfies the convolutional time–domain wave equation proposed by Szabo@J. Acoust. Soc. Am.96,
491–500~1994!#. The form of the convolutional loss operator contained in this wave equation is
obtained. Solutions representing the propagation of both plane sinusoidal and transient waves
propagating in media with specific power law attenuation coefficients are investigated as special
cases of our solution. Using our solution, comparisons are made for transient one-dimensional
propagation in a medium whose attenuation is proportional to frequency with recently obtained
numerical solutions of Szabo’s equation. These show good agreement. ©2004 Acoustical Society
of America. @DOI: 10.1121/1.1675817#
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I. INTRODUCTION

It is well established that the attenuation of plane acous-
tic waves propagating in a wide variety of lossy media obey
an empirical power law frequency dependence of the form

a~v!5a0uvun, ~1!

wherev is angular frequency anda0 andn are real positive
constants. Experimental measurements on water over a very
wide range of frequencies have shown that the value ofn is
almost exactly 2, which is the value predicted by the classi-
cal viscous loss theory. Most liquids have values in the range
from 1 to 2 and, for many soft biological media in the diag-
nostic frequency range of 0.5–10 MHz, it is close to unity.1

To accurately predict how a given transient waveform
will be propagated in such media, it is necessary to properly
account for the effects of dispersion associated with the at-
tenuation characteristics. For transients with a narrow band-
width the effects of dispersion on the propagated waveform
can generally be neglected. However, for wideband pulses
propagating into media with relatively large attenuation, such
as those used in B-mode ultrasound tissue imaging, the
changes in the phase velocity with frequency, even though
they may be relatively small, must be correctly accounted
for. Measurements on the changes in phase velocity with
frequency have been reported for at least 70 years, and much
of this data, together with the results of more recent measure-
ments, have been reported by Szabo.2 He compared the ex-
perimental results with those predicted from absorption mea-
surements based on causal dispersion relations.

A number of attempts have been made to obtain a causal
wave equation in the spatial–time domain that can satisfac-
torily describe wave propagation in media obeying a power

law. Based on the assumption of classical viscous losses and
adiabatic conditions, Stokes3 derived a wave equation from
first principles. The plane-wave sinusoidal solution of this
equation for small viscous losses yieldsn52 and is accom-
panied by very small dispersion. Based on the assumption
that the attenuation arises from a multiplicity of relaxation
processes, Nachmanet al.4 derived a causal linearized wave
equation for fluids from first principles. By a suitable choice
of the relaxation processes, it is possible to obtain a good fit
to a variety of the experimentally observed frequency-
dependent attenuation characteristics.5 However, forN relax-
ation mechanisms, the equation is of orderN12, making
analytical solutions difficult to obtain. Moreover, evidence is
not currently available to support the view that multiple
physical relaxation mechanisms are responsible for absorp-
tion in media such as tissue in whichn differs from 2.

Based on the space–time Fourier transform of the clas-
sical viscous loss wave equation, Szabo6 proposed a
frequency–domain wave equation for media whose attenua-
tion obeyed a frequency power law. His equation is given by

Fk22
v2

c0
2

22ia0~v/c0!uvunGF~k,v!50, ~2!

where k is a complex wave number,F~k,v! is the four-
dimensional~space and time! Fourier transform of velocity
potential,c0 is a phase velocity constant, andk is a spatial
transform vector. Szabo pointed out that this equation is non-
causal. To make it causal, he added an extra term to the real
part ofk and showed that both attenuation and the extra term
are related through the Hilbert transform. Based on this
modified causal frequency–domain wave equation, he de-
rived a time–domain wave equation that involves a convo-
lution integral that accounts for propagation in a power law
attenuating medium and that guarantees causality. His equa-a!Electronic mail: cobbold@ecf.utoronto.ca
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tion, with an added source term, can be written as

F¹22
1

c0
2

]2

]t2
1L* Gf~r ,t !5d~r2r s!s~ t !, ~3!

whereL is a loss operator,* denotes convolution,f(r ,t) is
the velocity potential,d(r2r s) is the Dirac delta function at
the source location, ands(t) is the source function. Subse-
quently, Waterset al.7 proposed a similar wave equation that
Norton and Novarini8 rewrote as

F¹22
1

c0
2

]2

]t2
1

1

c0

]G~ t !*

]t Gf~r ,t !5d~r2r s!s~ t !, ~4!

where the propagation factorG(t) is given by L(t)
5G(t)* d8(t). Through numerical methods Norton and
Novarini8 obtained solutions to~4! in a single spatial coor-
dinate, and have shown that the effects of attenuation and
dispersion are almost exactly accounted for by the causal
propagation factor.

Chen and Holm9 stated that appreciable difficulties arise
in implementing the initial conditions of Szabo’s equation
due to an improper integral. They suggested a modification
to his equation by replacing the convolution integral with a
fractional derivative operator yielding

F¹22
1

c0
2

]2

]t2
2

2a0

c0
12n

]

]t
~2¹2!n/2Gf~r ,t !5d~r2r s!s~ t !.

~5!

In this equation, the term denoted by (2¹2)n/2 is a fractional
Laplacian that can be defined through its inverse Fourier
transform.10,11 Chen and Holm11 suggest that because the
fractional Laplacian is a positive operator, the wave equation
~5! is causal.

Although numerical methods can be used to obtain so-
lutions to the above equations, to the best of our knowledge
no analytical solutions have yet been obtained for either of
these models for an arbitraryn in the range 0,n,3. Based
on the nonattenuating frequency–domain wave equation and
the causal dispersion relations, we propose a new equation
that accounts for causal attenuation and is valid over the
above range forn. From this, a time–domain solution is
obtained and some particular cases are investigated. In par-
ticular, we will compare our results for the one-dimensional
spatial solution considered by Norton and Novarini,8 in
which they assume a transient source function andn51.

II. FREQUENCY–DOMAIN WAVE EQUATION AND A
TIME–DOMAIN SOLUTION

To account for a power law dependence of attenuation
on frequency, it is convenient to make use of the complex
wave number, defined by

K~v!5
v

c~v!
1 ia~v!, ~6!

where the real and imaginary parts correspond to the effects
of frequency-dependent dispersion and attenuation, respec-
tively. Based on the Kramers–Kronig dispersion relations,
Ben-Menahem and Singh12 in their 1981 book on seismic

wave propagation, derived a dispersion relation for an isotro-
pic medium whose absorption is given by~1! and for which
0,n,1. Making use of the generalized functions, Szabo13

subsequently obtained a similar relation valid over a wider
range and that is given by

1

c~v!
5

1

c~v0!
1a0 tanS pn

2 D ~ uvun212uv0un21!,

for 0,n,1 and 1,n,3, ~7!

where c(v0)5c0 is the phase velocity at a reference fre-
quency ofv0 . Based on the differential Kramers–Kronig
relations and just positive frequencies Waterset al.14,7 also
derived dispersion relations but without magnitude signs.
One of these is the same as~7!: the second was given by

1

c~v!
5

1

c~v0!
2

2

p
a0 lnU v

v0
U, for n51. ~8!

In fact, the logarithmic dependence of the phase velocity on
frequency appears to have been first predicted by
Futterman15 in 1961. Recently, Waterset al.16 pointed out
that ~7! reduces to~8! asn approaches unity.

To obtain a frequency–domain wave equation corre-
sponding to the complex wave number as given by~6!, we
shall start with the frequency–domain lossless wave equation
for the space and time Fourier transform of velocity poten-
tial, given by

@k22~v/c0!2#F~k,v!50, ~9!

where the spatial transform vector components are
(kx ,ky ,kz) andk5Akx

21ky
21kz

2. Following the same proce-
dure used in Ref. 17, we shall assume that the real wave
numberv/c0 in this equation can be replaced by the com-
plex wave number given by~6! and that the resulting equa-
tion describes propagation in a lossy media characterized by
different n. This frequency–domain wave equation can be
expressed as

Fk22S v

c~v!
1 ia~v! D 2GF~k,v!50. ~10!

To obtain a time–domain solution, we shall make use of
the technique developed by Donnelly and Ziolkowski.18

First, we find the solution to the algebraic equation given by
~10! and then make the inverse four-dimensional~space and
time! Fourier transform. Based on the solution proposed by
Donnelly and Ziolkowski for a real wave number, it is rea-
sonable to assume that the same form of solution can be used
for a complex wave number. Consequently, the solution of
~10! can be written as

F~k,v!5a~v,k!d@kx2 f ~v!#d@ky2 f ~v!#

3d@kz2 f ~v!#, ~11!

wherea(v) and f (v) are arbitrary functions. By taking the
inverse space–time Fourier transform the time domain veloc-
ity potential can be written as

f~r ,t !5
1

~2p!4 E2`

`

a~v!ei @ f ~v!~x1y1z!2vt# dv. ~12!
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Then, by substituting~11! into ~10!, it can be shown that
f (v)5@v/c(v)1 ia(v)#/A3. This enables~12! to be ex-
pressed in the form

f~r ,t !5
1

~2p!4 E2`

`

a~v!ei @Kr~v!"r2vt# dv, ~13!

where, in order to simplify the presentation, the vector
Kr(v) has been introduced whose components are all equal
to @v/c(v)1 ia(v)#/A35K(v)/A3.

It can be seen that~13! is in the form of a Fourier trans-
form amenable to computation by standard techniques. It
consists of a superposition of plane waves of different fre-
quencies and amplitudes each propagating in a dispersive
medium in direction normal to the planex1y1z5const. It
should be noted that no approximations were made in deriv-
ing ~13!. Moreover, the functiona(v) represents the fre-
quency distribution of a point source atr50. Thus, for a
spatially distributed source, additional integrations are
needed over the source distribution in order to find the total
velocity potential.

It can be verified that~13! satisfies the following equa-
tion:

¹2f~r ,t !2
1

c0
2

]2f~r ,t !

]t2
1

1

~2p!4 E2`

`

a~v!

3H K~v!22
v2

c0
2 J ei @Kr~v!"r2vt# dv50. ~14!

If we let

L~ t !5
1

2p E
2`

` H K~v!22
v2

c0
2 J e2 ivt dv, ~15!

then, from the convolution theorem, it can be shown that
L(t)* f(r ,t), where f(r ,t), as given by~13!, is exactly
equal to the integral term in~14!. Therefore,~13! represents
the solution to the Szabo’s wave equation~3! with the spe-
cific loss operator given by~15!. However,~13! only satisfies
the Chen and Holm equation, i.e.,~5! when dispersion is
absent, prompting us to suggest that their equation may be
noncausal.

To illustrate the application of~13! a number of particu-
lar cases will now be described.

A. Monochromatic propagation

If we chosea(v)5(2p)4f0d(v2v0), wheref0 is a
constant,~13! reduces to

f~r ,t !5f0ei ~v0 /c01 ia0uv0un!~x1y1z!/A32 iv0t. ~16!

This represents a monochromatic plane wave propagating in
a direction normal to the planex1y1z5const, in a medium
whose attenuation is given by~1!.

B. Propagation in a nonattenuating medium

In the absence of any attenuation,~13! reduces to

f~r ,t !5
1

~2p!4 E2`

`

a~v!ei ~v/c0!@~x1y1z!/A32c0t# dv.

~17!

In fact, this describes a family of solutions to the time–
domain wave equation describing wave propagation in ho-
mogeneous media without attenuation, i.e.,

F¹22
1

c0
2

]2

]t2Gf~r ,t !50. ~18!

Many particular solutions can be obtained from~17! depend-
ing on the choice for a(v). For example, if a(v)
5(2p)4f0d(v2v0), then~17! reduces to

f~r ,t !5f0ei ~v0 /c0!@~x1y1z!/A32c0t#, ~19!

which describes a monochromatic plane wave propagating in
media without attenuation. Alternatively, if we chose

a~v!5
8f0p7/2

v0
e2v2/4v0

2
, ~20!

wherev0 is a real positive constant, by making use of Eq.
~3.323.2! in Ref. 19, we obtain from~17!,

f~r ,t !5f0e2$~v0 /c0!@~x1y1z!/A32c0t#%2
. ~21!

This represents the propagation of a Gaussian-like wave
whose beamwidth depends onv0 .

C. Propagation in a medium with nÄ2

This particular case corresponds to a medium with clas-
sical viscous losses, and as will be seen, it provides some
justification for the methodology used in obtaining the solu-
tion given by ~13!. According to ~7!, there should be no
dispersion, i.e.,c(v)5c0 . Consequently, the complex veloc-
ity potential, as given by~13!, simplifies to

f~r ,t !5
1

~2p!4 E2`

`

a~v!eiv~pa2t1qav! dv, ~22!

where pa5(x1y1z)/(c0A3) and qa5 ia0(x1y1z)/A3.
Provided the attenuation is small, i.e.,va0c0!1, it can be
shown that~22! satisfies the time–domain wave equation for
the media with classical viscous losses~for example, see Ref.
20!, i.e.,

F S 11tc

]

]t D¹22
1

c0
2

]2

]t2Gf~r ,t !50, ~23!

wheretc52a0c05(r0c0
2)21/2@mB1(4/3)m#, r0 is the equi-

librium density of the medium, andm andmB are the shear
and bulk viscosity, respectively.

For the particular case in whicha(v) is given by~20!,
with the help of Eq.~3.323.2! in Ref. 19, it can be shown that

f~r ,t !5
f0

A114a0v0c0~k0"r !

3expH 2
~k0"r2v0t !2

114a0v0c0~k0"r !J , ~24!

wherek0"r5(v0 /c0)(x1y1z)/A3. This represents an ex-
tension of the nonattenuating Gaussian-like solution given by
~21! for a medium with classical viscous losses.
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D. Attenuating medium, nÄ1

When the attenuation varies linearly with frequency (n
51), the solution as given by~13! can be obtained in an
analytic form for the monochromatic case. If we leta(v)
5(2p)4f0d(v2v0), in ~13! and make use of~8! the ve-
locity potential can be expressed as

f~r ,t !5f0ei ~v0 /c0!„~x1y1z!/A32c0t…2a0uv0u~x1y1z!/A3.
~25!

This is a particular case of~16!. Other solutions in cylindri-
cal symmetrical coordinates forn51 have been obtained
and investigated for both infinite and finite aperture in our
previous paper.17

E. Attenuating medium, 0 ËnË1 and 1ËnË3

For the noninteger case, the solution given by~13! re-
duces to

f~r ,t !5
1

~2p!4 E2`

`

a~v!exp$ iv~pb2t !

1qbuvun@ i sign~v!tan~np/2!21#%dv, ~26!

where pb5@c0
212a0uv0un21 tan(np/2)#(x1y1z)/A3 and

qb5a0(x1y1z)/A3.
If the attenuation is small such that

uqbuvun@ i sign(v)tan(np/2)21#u!1, then the second term in
the exponent of ~26! can be approximated by 1
1qbuvun@ i sign(v)tan(np/2)21#, enabling~26! to be writ-
ten as

f~r ,t !'
1

~2p!4 E2`

`

a~v!eiv~pb2t !dv

1
1

~2p!4
qbE

2`

`

a~v!@ i sign~v!

3tan~np/2!21#uvuneiv~pb2t ! dv. ~27!

Let us assume thata(v) is chosen to be the same as for
casesB andC, i.e., by~20!. By splitting the second integral
into two integrals from 0 tò and then making use of Eq.
~3.462.1! in Ref. 19, the velocity potential can be obtained as

f~r ,t !5f0e2v0
2
~pb2t !2

1f0

~A2v0!n

A2p
G~n11!

3qbe~1/2!v0
2
~pb2t !2

$@11 i tan~np/2!#

3D212n@ iA2v0~pb2t !#

1@12 i tan~np/2!#D212n@2 iA2v0~pb2t !#%.

~28!

In this equation, D212n(•) is the parabolic cylinder
function19 andG~•! is the gamma function. This solution rep-
resents a sum of Gaussian-like pulses—one with a constant
amplitudef0 , the other with the space and time-modulated
amplitude. In the particular case ofn52 ~28! reduces to

f~r ,t !5f0e2v0
2
~pb2t !2

12qbv0
2f0

3D2@2A2v0~pb2t !#e2~1/2!v0
2
~pb2t !2

. ~29!

The same expression can be obtained directly from~22! by
assuming uqbv2u!1 and by using Eqs.~3.323.2! and
~3.462.3! in Ref. 19.

III. COMPARISION WITH NUMERICAL RESULTS

As mentioned earlier, Norton and Novarini8 numerically
calculated a solution to Szabo’s time–domain wave equation
~3! in one dimension for a point source function given by

s~0,t !5t exp~2bt2!, ~30!

whereb is a constant that governs the time interval between
the negative and positive peaks ofs(t). For n51, they cal-
culated the pressure at two different locations,z1 and z2 ,
separated a distanced. The spectrum was then found en-
abling the attenuation and phase velocity to be obtained as
functions of frequency.

For the same source function, the one-dimensional~1-D!
form of ~13! can be used to obtain the velocity potential and
its spectrum at an arbitraryz location. Starting from the 1-D
form of the frequency–domain wave equation and following
the same steps as used to obtain~13!, it can be shown that

f~z,t !5
1

~2p!
E

2`

`

a~v!ei $@v/c~v!1 ia~v!#z2vt% dv.

Consequently, the signal spectrum can be written as

C~z,v!5a~v!eizK~v!, ~31!

so that a(v)5C(0,v), i.e., the Fourier transform of the
source functions(0,t). Thus, from~30!

a~v!5E
2`

`

te2bt2eivt dt5
iv

2b
Ap

b
e2v2/4b. ~32!

For a medium with linear frequency dependence of attenua-
tion and corresponding dispersion (n51), the spectrum of
the propagating pulse can be obtained from~31!, with the
help of ~32!, ~6!, and~8! as

C~z,v!5
iv

2b
Ap

b
e2v2/4b

3eivz/c0@12~2/p!a0c0 lnuv/v0u#e2a0vz. ~33!

An examination of this equation shows that for the assumed
1-D source propagating into a medium withn51, the attenu-
ation and dispersion correspond to~1! and ~8!, respectively.

We have used~33! to calculate the signal spectra for
propagation in a medium withn51 at z525 m from the
source, and the results are presented in Fig. 1~a! ~dotted
curve!. The parameter values used were those taken from the
paper by Norton and Novarini8 together with the following
additional and corrected information provided by the au-
thors: c051372 m/s was taken at the reference frequency,
v052p328 567 Hz, a052.70731026 Np/~m rad/s). The
constantb for the source function, as used in~30!, was set
equal to 3.153106 s22. The solid line corresponds to the
spectrum when the effects of dispersion are neglected, i.e.,
by setting the logarithmic term in~33! to zero. By numerical
inverse Fourier transform of these two spectra, the dispersive
and nondispersive~time! wave forms were obtained, as
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shown in Fig. 1~b!. A comparison of Figs. 1~a! and 1~b! with
the corresponding figures numerically calculated by Norton
and Novarini@their Figs. 2~a! and 1~b!, respectively# shows
excellent agreement. In Fig. 1~c!, we have plotted the fre-
quency dependence of the phase velocityc(v) as calculated
from ~8! using the same parameters given above. A compari-
son of this with that obtained by Norton and Novarini shows
good agreement.

IV. DISCUSSION AND CONCLUSIONS

We have made use of the fact that knowledge of the
time–domain wave equation is unnecessary to obtain a com-
plete description of linear wave propagation. In media with
attenuation obeying the frequency power law, the frequency-

domain algebraic equation is sufficient. By taking an inverse
four-dimensional space and time Fourier transform of the
solution to this algebraic equation, it is possible to obtain the
time–domain solution that describes the wave propagation.
Based on the dispersion relations for the speed of sound and
medium attenuation derived by Szabo,13 we obtained a time–
domain solution of the frequency–domain wave equation. If
the loss operator is given by~15! this solution satisfies the
time–domain wave equation introduced by Szabo6 and rep-
resents a superposition of infinite numbers of plane waves of
different frequencies and amplitudes. A number of particular
cases was investigated to illustrate the application of the so-
lution to plane wave propagation. In one particular case—
when the attenuation is relatively small and proportional to
the square of frequency, coresponding to classical viscous
losses, our solution reduces to the classical result.

ACKNOWLEDGMENTS

We much appreciate the helpful comments and sugges-
tions of Adam Weathermon, and wish to thank the National
Science and Engineering Research Council of Canada and
the Canadian Institute of Health Research for financial sup-
port. In addition, comments and suggestions by one of the
reviewers have been very helpful.

1F. A. Duck, Physical properties of tissue. A Comprehensive Reference
Book ~Academic, London, 1990!, Chap. 4, pp. 108–110.

2T. L. Szabo, ‘‘Causal theories and data for acoustic attenuation obeying a
frequency power law,’’ J. Acoust. Soc. Am.97, 14–24~1995!.

3G. G. Stokes, ‘‘On the theories of the internal friction of fluids in motion,
and of the equilibrium and motion of elastic solids,’’ Trans. Cambridge
Philos. Soc.8, 287–319~1845!.

4A. J. Nachman, J. F. Smith III, and R. C. Waag, ‘‘An equation for acoustic
propagation in inhomogeneous media with relaxation losses,’’ J. Acoust.
Soc. Am.88, 1584–1595~1990!.

5A. P. Berkhoff, J. M. Thijssen, and R. J. F. Homan, ‘‘Simulation of ultra-
sonic imaging with linear arrays in causal absorptive media,’’ Ultrasound
Med. Biol. 22, 245–259~1996!.

6T. L. Szabo, ‘‘Time domain wave equation for lossy media obeying a
frequency power law,’’ J. Acoust. Soc. Am.96, 491–500~1994!.

7K. R. Waters, M. S. Hughes, G. H. Brandenburger, and J. G. Miller, ‘‘On
a time–domain representation of the Kramers–Kronig dispersion rela-
tions,’’ J. Acoust. Soc. Am.108, 2114–2119~2000!.

8G. V. Norton and J. C. Novarini, ‘‘Including dispersion and attenuation
directly in the time domain for wave propagation in isotropic media,’’ J.
Acoust. Soc. Am.113, 3024–3031~2003!.

9W. Chen and S. Holm, ‘‘Modified Szabo’s wave equation models for lossy
media obeying frequency power law,’’ J. Acoust. Soc. Am.114, 2570–
2574 ~2003!.

10S. G. Samko, A. A. Kilbas, and O. I. Marichev,Fractional Integrals and
Derivatives: Theory and Applications~Gordon and Breach, New York,
1987!.

11W. Chen and S. Holm, ‘‘Fractional Laplacian, time–space models for
linear and nonlinear media exhibiting arbitrary frequency power law de-
pendency,’’ J. Acoust. Soc. Am.115, 1424–1430~2004!.

12A. Ben-Menahem and S. J. Singh,Seismic Waves and Sources~Springer-
Verlag, New York, 1981!, pp. 893–897.

13T. L. Szabo, ‘‘Causal theories and data for acoustic attenuation obeying a
frequency power law,’’ J. Acoust. Soc. Am.97, 14–24~1995!.

14K. R. Waters, M. S. Hughes, J. Mobley, G. H. Brandenburger, and J. G.
Miller, ‘‘On the applicability of Kramers–Kronig relations for ultrasonic
attenuation obeying a frequency power law,’’ J. Acoust. Soc. Am.108,
556–563~2000!.

15W. I. Futterman, ‘‘Dispersive body waves,’’ J. Geophys. Res.67, 5279–
5291 ~1962!.

16K. R. Waters, M. S. Hughes, J. Mobley, and J. G. Miller, ‘‘Differential

FIG. 1. Frequency spectra, wave forms, and phase velocity at a distance of
z525 m from a transient point source whose wave form is given by~30!, for
propagation in a medium withn51. The parameter values are reference
frequency, f 0528 567 Hz, speed of sound at the reference frequency,c0

51372 m/s,a052.70731026 Np/~m rad/s) andb53.153106 s22. ~a! Sig-
nal spectra for propagation in nondispersive and dispersive media, as calcu-
lated from~33!. ~b! Time–domain waveforms as calculated from~a! using a
numerical inverse Fourier transform.~c! Phase velocity versus frequency, as
calculated from~8!.

1435J. Acoust. Soc. Am., Vol. 115, No. 4, April 2004 N. V. Sushilov and R. Cobbold: Frequency–domain wave equation



forms of the Kramers–Kronig relations,’’ IEEE Trans. Ultrason. Ferro-
electr. Freq. Control50, 68–76~2003!.

17N. V. Sushilov and R. S. C. Cobbold, ‘‘Wave propagation in media whose
attenuation is proportional to frequency,’’ Wave Motion38, 207–219
~2003!.

18R. Donnelly and R. Zilokowski, ‘‘A method for constructing solutions of

homogeneous partial differential equations: localized waves,’’ Proc. R.
Soc. London, Ser. A437, 673–692~1992!.

19I. S. Gradstein and I. M. Ryzhik,Tables of Integrals, Series and Products,
4th ed.~Academic, New York, 1965!.

20L. J. Ziomek,Fundamentals of Acoustic Field Theory and Space–Time
Signal Processing~CRC Press, Boca Raton, 1995!.

1436 J. Acoust. Soc. Am., Vol. 115, No. 4, April 2004 N. V. Sushilov and R. Cobbold: Frequency–domain wave equation



Modal expansions for sound propagation in the nocturnal
boundary layer
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A modal model is developed for the propagation of sound over an impedance ground plane in a
stratified atmosphere which is downward refracting near the ground but upward refracting at high
altitudes. The sound’s interaction with the ground is modeled by an impedance with both real and
imaginary parts so that the ground is lossy as well as compliant. Such sound speed profiles are
typical of the atmospheric boundary layer at night and, together with the ground impedance, have
been used extensively to model ground to ground sound propagation in the nocturnal environment.
Applications range from community noise and bioacoustics to meteorology. The downward
refraction near the ground causes the propagation to be ducted, suggesting that the long range
propagation is modal in nature. This duct is, however, leaky due to the upward refraction at high
altitudes. The modal model presented here accounts for both the attenuation of sound by the ground
as well as the leaky nature of the duct. ©2004 Acoustical Society of America.
@DOI: 10.1121/1.1646137#

PACS numbers: 43.20.Bi, 43.28.Js, 43.28.Fp@MSH# Pages: 1437–1448

I. INTRODUCTION

Sound propagation outdoors at night is characterized by
the duct that forms in the first few hundred meters of the
atmosphere. Typically, due to cooling of the atmosphere by
the earth, the temperature of the air increases as one moves
upward to an inversion point, generally at 100 to 300 m
elevation, above which it decreases slowly for the next few
kilometers. This temperature inversion causes a part of the
sound field to propagate along the ground in a ducted fash-
ion.

It should be noted that the sound speed depends on hu-
midity as well as temperature and that atmospheric winds
can have a profound effect on propagation.2,3 For low angle
propagation, however, these effects can be modeled by using
the effective sound speed3,4

c5AgRT~110.511q!1n̂"v.

Here c is the sound speed,g is the ratio of the constant
pressure to constant volume specific heats for dry air,R is the
gas constant for dry air,q is the ratio of the mass of water
vapor to dry air,n̂ is the horizontal propagation direction,
andv is the wind speed vector.

Some nocturnal profiles for the effective sound speed,
determined by direct measurements of temperature, humid-
ity, and wind speed, can be found in Fig. 16 of Ref. 5. The
distinguishing feature of such sound speed profiles is the
presence of an inversion: the sound speed increases with in-
creasing altitude up to the inversion height, typically found
between 100 to 300 m elevation, above which it slowly de-
creases. The result is an atmosphere which is downward re-
fracting near the ground, causing a duct, but upward refract-
ing at high altitudes.

Below the inversion the rate of increase of the sound
speed can be large. Care will be taken that the techniques
developed here do not depend on any assumptions about the
magnitude of the sound speed gradient near the ground. At
high altitudes, however, the decrease of the sound speed is
gradual. It will be assumed here that at sufficiently high al-
titudes the rate of decrease of the acoustic wavelength is
small. Some model sound speed profiles are presented in
Fig. 1.

Propagation in such sound speed profiles, together with
a ground impedance condition6 with both imaginary~com-
pliant! and real~resistive! parts to model the sound’s inter-
action with the ground, has been widely studied with in-
tended applications including physical meteorology,5

community noise modeling7,4 and bioacoustics.8 In modeling
the sound propagation the parabolic equation and horizontal
wave number integration techniques have been preferred.4,9

These are robust numerical schemes which work well regard-
less of the sound speed profile, however, they are ‘‘black
box’’ routines which obscure the fact that the physics of
ducted sound propagation is modal.

This paper continues the study begun in Ref. 10 of
modal expansions for sound propagation in horizontally
stratified downward refracting atmospheres over lossy and
compliant ground planes. The main advantage of modal ex-
pansions over other methods is that they give a transparent
decomposition of the sound field into physically different,
independently propagating parts. In addition, once the modes
have been computed, they are essentially analytical solutions
requiring negligible computation times.

In Ref. 10 sound speed profiles which become constant
at sufficiently high altitudes were studied. A modal expan-
sion similar to those commonly used in ocean acoustics9 was
developed and a technique for finding the corresponding
horizontal wave numbers and attenuation coefficients was
presented. It was shown that for asymptotically constanta!Electronic mail: rwax@olemiss.edu
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sound speed profiles there is a clean separation into an up-
wardly propagating part and a ducted part, the ducted part of
the sound field completely described by a sum over a small
number of vertical modes whose amplitudes decrease expo-
nentially with height. The upwardly propagating part is de-
scribed by an integral whose computation can be intensive,
but which is negligible at low angles and long ranges and
thus need not be computed. The sum over modes will be
referred to as the modal sum while the remaining integral
will be referred to as the continuum integral.

In the asymptotically upward refracting case considered
here the duct is imperfect in that sound trapped in the duct
can leak upward to the region in which the sound speed
profile is upward refracting and escape into the upper atmo-
sphere. It follows that the separation into ducted and up-
wardly propagating parts cannot hold with complete rigor. In
fact, in the lossless case, in which the real part of the ground
impedance is zero, there is no modal sum at all.11 Rather the
entire sound field is contained in the continuum integral, the
ducted behavior manifesting itself in sharp peaks in the inte-
grand.

In the lossy case, in which the real part of the ground
impedance is not zero, it will be seen that there is a modal
sum. This is somewhat astonishing since there must be some
mechanism through which the ducted part of the sound field
leaks into the upper atmosphere. The vertical modes will be
seen to extend very high into the atmosphere, although typi-
cally with negligible amplitude, before they begin to de-
crease exponentially with height. The physical picture is that
the power flux into the ground due to the attenuation of
sound by the ground is greater than the power flux upward
into the atmosphere due to the asymptotic upward refraction.
Thus, although the ducted part of the field does leak into the
upper atmosphere, the attenuation by interaction with the
ground is sufficient to prevent the field from extending up-
ward without bound. A similar phenomenon has been re-
cently found in an ocean acoustics propagation model in
which some of the classical leaky modes9 become trapped

modes if the bulk attenuation in the acoustic medium is
sufficient.12

It will be seen that for most frequencies the modal sum
is sufficient to describe the ducted part of the sound field.
There are, however, certain narrow frequency bands in which
the continuum integral also contributes to the ducted part of
the sound field. These are the frequency bands in which the
number of terms in the modal sum changes. At these transi-
tion frequencies a mode emerges from the continuous spec-
trum, accompanied by a sharp peak in the integrand in the
continuum integral, reminiscent of the peaks one finds in the
lossless case. It will be shown that at such frequencies the
continuum integral has a significant contribution which can,
at low altitudes, be estimated by a discrete sum over terms of
the same form as the terms in the modal sum, obtained from
the residue theorem of complex analysis. These additional
terms will be referred to as quasi-modes.

The resulting sum of modes and possible quasi-modes
results in a model for sound propagation in the nocturnal
boundary layer valid up to ranges of 10 km or more in a
frequency range from a few Hz, the frequencies at which
modes begin to appear, up to the kHz range, where the num-
ber of modes begins to become prohibitively large, making
the method unwieldy. The method is particularly powerful at
low frequencies for which the number of modes is small.
Throughout, the method is illustrated by explicit computa-
tions for a specific model sound speed profile. These compu-
tations are restricted to frequencies below 100 Hz so that the
number of modes is small and the required numerical tech-
niques are straightforward.

II. FORMULATION OF THE PROBLEM

Consider the propagation of sound over a plane. LetxH

denote the horizontal coordinates~those parallel to the plane!
and letz denote the vertical coordinate~the height above the
plane!. Let t denote time and letv52p f be the angular
frequency corresponding tof cycles per second.

The sound speed,c(z), is assumed to depend only onz.
Further, it is assumed to be downward refracting near the
ground but to be upward refracting for largez. Explicitly,
c(z) is assumed to have an absolute maximum at some
height. Above or below the absolute maximum there may be
local maxima, but generally speaking the sound speed is in-
creasing at the ground and decreasing for sufficiently largez.
Let H be the height above whichc(z) is strictly decreasing.
The rate of decrease ofc(z) at high altitudes is assumed to
be slow in the sense that ifz@H, then

0,2c8~z!!v. ~1!

This means that the relative rate of change ofc(z),
c8(z)/c(z), divided by 2p, is small compared with an acous-
tic wavelengthf /c.

Recall the model sound speed profiles plotted in Fig. 1.
In the numerical results presented in this paper sound speed
profile 1 is used. The analysis presented here applies equally
well to sound speed profiles of the form of profiles 2 and 3,
however, the numerical analysis depends on the results of
Ref. 10 which would require a slight generalization to handle
sound speed profiles with multiple maxima like profile 2.

FIG. 1. Some model sound speed profiles. Profile 1 is used in the numerical
simulations shown here.
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Introduce the notation

k~z!5
v

c~z!
~2!

for the height dependent wave number. Note that ifz@H,
then 0,k8(z)!k(z)2. In addition it is assumedk8(z) is
bounded, which is to say that, asz→`, k(z) grow no faster
than linearly inz. Finally, the mean density,r0(z), is as-
sumed to vary so slowly withz thatcr08/vr0!1, so that the
relative change in density over an acoustic wavelength is
negligible.

The acoustic pressure,P(xH ,z,t), is assumed to be time
harmonic

P~xH ,z,t !5ReP̂~xH ,z!e2 ivt, ~3!

where the amplitudeP̂(xH ,z) satisfies the Helmholtz equa-
tion

~¹21k~z!2!P̂~xH ,z!50. ~4!

To model the effect of the ground an impedance condition is
assumed atz50,

] P̂~xH ,z!

]z
U

z50

52C~v!P̂~xH,0!, ~5!

whereC~v! is related to the impedanceZ(v) through

Z~v!5
ivr0~0!

C~v!
.

In general, both the real and imaginary parts ofZ(v) are
nonzero. In the explicit computations presented hereC~v! is
chosen as in Eq.~24! of Ref. 10.

Equation~3! will be solved by separating variables and
using an eigenfunction expansion10,13 in the vertical coordi-
nate. The vertical equation may be written

S d2

dz2 1k~z!22h Dc~z!50, ~6!

whereh is the separation parameter. The impedance condi-
tion ~5! leads to

c8~0!52Cc~0!. ~7!

Consider the largez behavior of the solutionsc of the
differential equation~6!. If z is large enough so that~1! is
valid, then the WKB approximation9,14 may be used. For real
valuedh one obtains the asymptotic form

c~z!'~k~z!22h!21/4~Aei *z0

z Ak~z8!22h dz8

1Be2 i *z0

z Ak~z8!22h dz8! ~8!

as z→`; here z0 is large enough so thatk(z)2.h for z
>z0 insuring that no turning points are encountered in the
integration andA and B are constants. Choose the square
roots in ~8! so that they have non-negative real parts. Note
that for real values ofh the solutions are asymptotically os-
cillatory and remain bounded asz→`.

If Im hÞ0, then the WKB approximation provides two
types of solutions: those that grow exponentially asz in-
creases,

c~z!'AH ~k~z!22h!21/4ei *z0

z Ak~z8!22h dz8 if Im h.0,

~k~z!22h!21/4e2 i *z0

z Ak~z8!22h dz8 if Im h,0,

and those that grow exponentially asz decreases, which is to
say that they decrease exponentially asz increases. These
later solutions play a prominent role in the analysis presented
here and will require their own notation: let, for ImhÞ0,
c1(h,z) be the solution of~6! which has the largez
asymptotic form

c1~h,z!'H ~k~z!22h!21/4e2 i *z0

z Ak~z8!22h dz8 if Im h.0,

~k~z!22h!21/4ei *z0

z Ak~z8!22h dz8 if Im h,0,
~9!

for some z0 sufficiently large so thatk(z)2.Reh for z
>z0 .

The solutionsc1(h,z) do not generally satisfy the
boundary condition~7!. However, there may be a discrete set
of values of h, $h1 ,h2 ,...,hN%, for which the solution
c1(h,z) given above does satisfy~7!.13 The values
$h1 ,h2 ,...,hN% will be referred to as the point spectrum.
HereN may be any whole number from 0 tò.

It follows from the largez asymptotics~8! that theh j

must have nonzero imaginary parts. In particular, ifC were
real valued, then the boundary condition~7! would make the
eigenvalue problem~6! self-adjoint forcing the point spec-
trum to be real valued.13 It follows that if C is real valued,
then there is no point spectrum andN50.

Given an h j in the point spectrum, the mode corre-
sponding toh j is given by

f j~z!5S E
0

`

c1~h j ,z!2dzD 21/2

c1~h j ,z!. ~10!

This normalization is chosen so that

E
0

`

f j~z!2 dz51. ~11!

Note that in Eq.~11! the function squared,f j (z)2, rather
than the complex modulus squared,uc(z)u2, is integrated.
This is the normalization appropriate to the eigenfunction
expansion which arises from the non-self-adjoint boundary
condition ~7!.10,13 In practice it can be difficult to compute
the integral in~10!. An alternative formula,~A8!, is pre-
sented in the Appendix.

The decrease in the magnitude ofc1(h j ,z) asz→` is
not quite exponential. From the asymptotic form~9! one ob-
tains

c1~h,z!

'~k~z!22h!21/4

3e2 i *z0

z Ak~z8!22Reh dz82~1/2!Im h*z0

z
@1/Ak~z8!22Reh# dz8.

Note thatAk(z)22Reh is an increasing function ofz for
large z. It follows that the first integral in the exponential
function above grows more rapidly withz than a linear func-
tion of z,
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lim
z→`

1

z E
z0

z
Ak~z8!22Reh dz85`,

while the second integral grows more slowly than a linear
function of z,

lim
z→`

1

z E
z0

z 1

Ak~z8!22Reh
dz850

@for example, if k(z)2 is linear for largez, then this last
integral;const•z1/2]. Thus, c1(h,z) asymptotically oscil-
lates more rapidly than a sinusoid with an amplitude that
decreases more slowly that an exponential. In addition, to
reach this asymptotic form,z must be large enough so that
k(z)2@Reh. Thus the asymptotic decrease in the magnitude
of c1(h j ,z) does not generally begin until quite high up in
the atmosphere.

The set of values ofh for which the solutions of~6!
subject to~7! are not exponentially decreasing but do remain
bounded asz→` is called the continuous spectrum. It fol-
lows from ~8! that the continuous spectrum is the entire real
line. The associated solutions of~6! subject to~7! are called
continuum modes. Letce(z) be the continuum mode associ-
ated to the real numbere. If appropriately normalized, then
one has biorthonormality in the sense that

E
0

`

ce~z!ce8~z! dz5d~e2e8!,

E
0

`

f j~z!fk~z! dz5d jk ,

and

E
0

`

ce~z!f j~z! dz50,

and completeness15,13

d~z2z8!5(
j 51

N

f j~z!f j~z8!1E
2`

`

ce~z!ce~z8! de.

~12!

In the Appendix it is shown how one may normalize
ce(z). Let c2(C,h,z) be the solution of~6! satisfying the
boundary condition~7! normalized byc2(C,h,0)51 and let
c1(h,z) be as above. Lete be a real number and let

F6~C,e!5c18 ~e7 i01,0!1Cc1~e7 i01,0!. ~13!

Here the prime indicates the derivative with respect toz and
e6 i01 indicates the limiting value as6Im e approaches
zero while remaining positive. One then has

ce~z!5
1

ApF2~C,e!F1~C,e!
c2~C,e,z!. ~14!

One can now express the pressure amplitudeP̂(xH ,z) in
an eigenfunction expansion with respect to the eigenfunc-
tions f j andce . One obtains

P̂~xH ,z!5(
j 51

N

pj~xH!f j~z!1E
2`

`

p~e,xH!ce~z! de

~15!

with expansion coefficients

pj~xH!5E
0

`

f j~z!P̂~xH ,z! dz ~16!

and

p~e,xH!5E
0

`

ce~z!P̂~xH ,z! dz. ~17!

The expansion coefficients satisfy the two dimensional
Helmholtz equations

~¹H
2 1h j !pj~xH!50 ~18!

and

~¹H
2 1e!p~e,xH!50 ~19!

for xH in source free regions of space. Here

¹H5S ]

]x

]

]y

D .

Given appropriate boundary conditions or sources,~18! and
~19! are straightforward to solve.

III. FINDING THE POINT SPECTRUM

Once the spectrum is known, producing the associated
modes is a straightforward numerical exercise. In principle,
given h, one solves~6! subject to~7!. For the continuum
modes this procedure works well since the continuous spec-
trum is knowna priori and consists of real values ofh for
which the solutions of~6! are bounded.

The chief difficulty is in finding the point spectrum. Fur-
ther, once the point spectrum is known, solving~6! subject to
~7! is numerically unstable for complex valuedh because of
the exponential behavior of solutions to~6!. It is preferable
to solve~6! subject to the condition that

c8~z!

c~z!
'H 2 iAk~z!22h if Im h.0,

iAk~z!22h if Im h,0,
~20!

for large z. This forces the solution to have the asymptotic
form ~9! and is numerically stable.9,14

A. Solving the eigenvalue equation

Consider the eigenvalue problem given by~6! and ~7!.
Recall the solution,c1(h,z), of ~6! chosen to have the
asymptotic form~9! for largez. If c1(h,z) satisfies~7!, then
h is in the point spectrum andc1(h,z) is, up to normaliza-
tion, the eigenfunction corresponding toh. Dividing both
sides of ~7! by c~0! it follows that the point spectrum is
precisely the set of allh with Im hÞ0 for which

c18 ~h,0!

c1~h,0!
1C50. ~21!
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To specifyc1(h,z) completely it is necessary to fixz0

in ~9!. However, with the eigenvalue condition written in the
form ~21! it becomes clear that specifyingz0 is not necessary
since only the logarithmic derivative ofc1(h,z) is required.
One need only find any solution of~6! which satisfies~20!
for largez, track its logarithmic derivative back toz50, and
then substitute into~21!. In principle one could use this pro-
cedure to search for the roots of~21!.

In practice such procedures are prone to failure.9 Not
only is it difficult to search blindly for roots in the complex
plane, but such a search is further complicated here by the
exponential growth and decay of the solutions to~6! which
can make numerical procedures unstable. To produce stable
and robust algorithms for finding the point spectra one must
have some means to analytically estimate the roots with suf-
ficient accuracy to allow standard numerical routines~the
Newton–Rapheson method, for example! to converge rap-
idly from the estimate to the exact value.

The technique used in Ref. 10 to find the point spectrum,
that of treating ImC as a perturbation, cannot be applied here
since if ImC50, then, as pointed out in the previous section,
there is no point spectrum to perturb. Instead decompose
k(z)2 as follows:

k~z!25k0
21v1~z!1v2~z!, ~22!

where

k05k~H !

is the minimum value ofk,

v1~z!5H k~z!22k0
2 if z<H,

0 if z>H,

and

v2~z!5H 0 if z<H,

k~z!22k0
2 if z>H.

In Fig. 2 the decomposition~22! is depicted for the vertical
sound speed profile 1 from Fig. 1.

Sincek(z) is slowly varying for largez it follows that
v2(z) is as well. Write Eq.~6! in the form

S d2

dz2 1v1~z!1v2~z!2~h2k0
2! Dc~z!50.

It will be shown that the point spectrum can be obtained by
treatingv2(z) as a perturbation.

Let

C5A1 iB
be the decomposition ofC into its real and imaginary parts.
Let L0 denote the differential operator obtained from

L05
d2

dz2 1v1

by imposing~7! with B50,

c8~0!52Ac~0!,

let L1 denote the differential operator obtained from

L15
d2

dz2 1v1 ,

by imposing~7! with BÞ0, and letL denote the differential
operator obtained from

L5
d2

dz2 1v11v2

by again imposing~7! with BÞ0.
The operatorL0 is self-adjoint and numerous techniques

exist for finding its spectrum.9,16,17The point spectrum ofL0

consists ofM real, positive eigenvaluesh1
(0) ,...,hM

(0) . The
continuous spectrum ofL0 is the negative real half-line,
~2`, 0!. The techniques of Ref. 10 can then be applied to
produce the point spectrum ofL1 from that ofL0 ; the con-
tinuous spectrum is unchanged. One finds that the point
spectrum ofL1 consists again ofM values,h1

(1) ,...,hM
(1) , all

with positive real and imaginary parts. Letf j
(1)(z) be the

eigenfunction@normalized as in~11!# of L1 corresponding to
h j

(1) .
It remains to be shown that the point spectrum ofL

5L11v2 can be obtained from that ofL1 . Note thatv2(z) is
a rather singular perturbation ofL1 . In particular, the con-
tinuous spectra ofL andL1 are drastically different. As dis-
cussed in the previous section the continuous spectrum ofL
is the entire real line,~2`, `!, regardless of how slowlyv2

increases with height. Further, in the self-adjoint case,B

FIG. 2. The decomposition of the wave number
squared for soundspeed profile 1 into asymptotically
constant and asymptotically upward refracting parts.
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50, it was seen thatL1 has point spectrum whileL does not.
This self-adjoint case has been studied in detail in a classic
paper by Titchmarsh.11 What remains of the point spectrum
in this case are poles, called resonances, in the analytic con-
tinuation in e of the continuum eigenfunctions. It is clear
from ~13! that the resonances are solutions of the eigenvalue
equation~21! for which the corresponding solution of~6! is
not decreasing with height; it follows that the imaginary part
of the resonance must be negative. Titchmarsh shows that the
real part of a resonance is well approximated by formal per-
turbation theory18 while the imaginary part is smaller than
any power ofv2(z) ~which is to say that it is exponentially
small in the size of the perturbation!.

An approach similar to that of Titchmarsh can be taken
here in this non-self-adjoint context. Perturbation theory can
be adapted in a straightforward manner to the bi-
orthogonality relevant to the current situation. One finds that,
to leading order,

h j5h j
~1!1E

0

`

f j
~1!~z!2v2~z! dz1¯ . ~23!

In practice the approximation~23! has proven to be suffi-
ciently accurate to provide an initial point from which stan-
dard numerical routines converge rapidly to the solution of
the eigenvalue equation~21!.

As discussed in the previous section, the modef j cor-
responding toh j extends much higher into the atmosphere
thanf j

(1) , although in most cases with very small amplitude.
In particularf j has slightly less contact with the ground than
f j

(1) and thus is attenuated slightly less by the ground. One
thus expects that

Im h j,Im h j
~1! ,

just as in the self-adjoint case. This expectation is borne out
by the numerical results presented below. Indeed, it is pos-
sible that the perturbation causes the imaginary part ofh j to
be negative; as pointed out above, in the self-adjoint case all
of the eigenvalues aquire a negative imaginary part. If the
imaginary part becomes negative, then the corresponding so-
lution of ~6! and ~7! grows exponentially asz→` and the
eigenvalue becomes a resonance and ceases to be in the point
spectrum. It follows thatN<M : the number of eigenvalues
in the point spectrum ofL is less than or equal to the number
of eigenvalues in the point spectrum ofL0 , the operator
relevant to a strictly downward refracting atmosphere with
no attenuation at the ground.

Note that for a givenv2 the magnitude of the perturba-
tion is determined by the vertical extent of the unperturbed
mode. If the mode is concentrated near the ground and has
insignificant magnitude forz.H, then the perturbation will
be insignificant as well. If the magnitude of the mode de-
creases only slowly with height and is still appreciable for
z.H, then the perturbation can be significant, perhaps suf-
ficiently so thath j is not in the point spectrum. Since one has

uf j
~1!~z!u;conste2Ah j

~0!
2k0

2z

for large z the perturbation is significant only ifh j
(0) , the

corresponding eigenvalue ofL0 , is sufficiently close tok0
2.

B. Numerical methods

The form ~21! for the eigenvalue equation is not the
most convenient for numerical analysis since it has poles at
the values ofh for which the Dirichlet problemc1(h,0)
50 has a solution. An eigenvalue equation must be found
which has no poles in the region of interest. A convenient
choice is

c18 ~h,0!1Cc1~h,0!

c18 ~h,0!2 ic1~h,0!
50. ~24!

This form still has poles, at the zeros ofc18 (h,0)
2 ic1(h,0), but they are in the lower half-plane sufficiently
distant from the real line. To computec1(h,0) fix some
value of z0 which is large enough for the asymptotic form
~20! to be accurate and then solve~6!, using any convenient
numerical solver, subject to~20! imposed as a boundary con-
dition at z0 .

In practice the estimate~23! is found to be quite accu-
rate, except for those occasions in whichh j

(1) is too close to
k0

2. Even in these cases, however, it has been found that~23!
is sufficiently accurate to provide a starting point from which
the Newton–Rapheson method applied to~24! converges
rapidly, even when Imhj turns out to be negative. In the
examples worked in this paper the bisection method was
employed to find the point spectrum ofL0 . The perturbative
estimate of Ref. 10 was then used as a starting point for a
Newton–Rapheson solver applied to the eigenvalue equation
for L1 .

The dispersion obtained from applying these methods to
sound speed profile 1 from Fig. 1 is plotted in Fig. 3. Plotted
are the real and imaginary parts ofkH j5Ak0

21h j as a func-
tion of frequency. The real part is normalized byk0 . The real

FIG. 3. The modal dispersion rela-
tions. Plotted are the horizontal wave
numbers relative to k0 ,
ReAk0

21h j /k0 , and the attenuation
constants, ImAk0

21h j .
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part is referred to as the horizontal wave number and the
imaginary part as the attenuation constant. In Fig. 4 the dis-
persion of mode 5 for the asymptotically constant approxi-
mation and the full asymptotically upward refracting profile
are compared. In the upper plotAk0

21h52k0 and
Ak0

21h5
(1)2k0 are tracked in the complex plane. In the

lower plot the attenuation coefficients ImAk0
25h5 and

Im Ak0
21h5

(1) are plotted as functions of frequency. Note that
the asymptotically constant approximation can have more
modes than in the asymptotically upward refracting case. In
both cases the mode vanishes at the frequency at which the
attenuation constant becomes zero; however, in the asymp-
totically constant approximation the horizontal wave number
approachesk0 while in the asymptotically upward refracting
case the horizontal wave number remains slightly larger than
k0 .

Once the eigenvalues are found, the corresponding
modes are obtained by computingc1(h j ,z) and then nor-
malizing according to~11!. Computing the normalization
from ~10! can be difficult, however, sincec1(h,z) can de-
crease very slowly asz→`. Instead~A8! is used.

In Fig. 5 the modes at 50 Hz for sound speed profile 1
are plotted. They are labeled by their corresponding horizon-
tal wave number and attenuation coefficient. In Fig. 6 the
same plots are found, but for 41.6 Hz. This is a transition
frequency at which the number of modes increases from
three to four~see Fig. 3!. Accordingly, the fourth mode has
horizontal wave number very close tok0 .

Note that the fourth mode at 41.6 Hz extends high up
into the atmosphere oscillating before it eventually slowly
decays in accordance with~9!. In fact, all of the modes have
this behavior, although except in the exceptional case of a
transition frequency at which the number of modes changes,
the oscillations at high altitude have negligably small ampli-
tude. This is demonstrated in Fig. 7 in which the fourth mode

at 50 Hz is plotted at high altitudes. Physically this long tail
at high amplitudes represents the leaking of acoustic energy
from the duct up into the atmosphere. The eventual decay of
the mode with height reflects the fact that the rate at which
energy is lost into the ground is much greater than the rate at
which it can leak into the upper atmosphere.

FIG. 4. The modal dispersion relations for the fifth mode in the asymptoti-
cally constant case and the asymptotically upward refracting case are com-
pared near a transition frequency. Plotted are the attenuation constants,
ImAk0

21h j , versus the horizontal wave numbers, ReAk0
21h j2k0 , and then

the attenuation constants versus frequency.

FIG. 5. The modes at 50 Hz for sound speed profile 1.

FIG. 6. The modes at the transition frequency 41.6 Hz for sound speed
profile 1.
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IV. THE MODES OF THE CONTINUOUS SPECTRUM

Consider the modes of the continuous spectrumce(z)
given by~14!. The dependence ofce(z) on e may be divided
into three general types according to whethere is somewhat
less thank0

2, comparable tok0
2, or somewhat greater thatk0

2.
In Fig. 8 continuum modes at 50 Hz for sound speed profile
1 displaying the three types of behavior are plotted.

When e is somewhat less thank0
2 the behavior of the

modes is oscillatory over the entire domain. These are the
modes which contain that part of the sound field which
propagates from low altitudes up into the atmosphere or the
reverse. Note that in this case the magnitude of a mode does
not change dramatically with increasing height.

When e is somewhat greater thank0
2 there are one or

more turning points at heightż for which k(z)25e. For
sound speed profile 1 there is always one turning point, to be
denotedt1(e) for purposes of discussion, above the sound
speed inversion. Ife,k(0)2, there is a second, to be denoted
t0(e), below the sound speed inversion. Ife>k(0)2, let
t0(e)50. Above the turning points, forz.t1(e), the modes

are oscillatory with behavior given, for sufficiently largez,
by ~8!. Between the two turning points, fort0(e),z
,t1(e), the modes grow exponentially with height.14 It fol-
lows that in this case the modes have negligible amplitude
near the ground. Their amplitude increases rapidly with
height up to the vicinity of the turning pointt1(e), above
which they oscillate with gradually decreasing amplitude.
These modes contain that part of the sound field radiated
from a source above the sound speed inversion which is re-
fracted upwards away from the ground, not penetrating be-
low the inversion.

Whene is comparable tok0
2 two factors can complicate

the behavior of the continuum modes: there is the coales-
cence of the two turning points discussed in the last para-
graph and there is the proximity of the point spectrum. At
high altitudes the continuum modes will be oscillatory. At
low altitudes the coalescence of the turning points means that
no simple and general behavior can be expected. The behav-
ior of the modes reflects the details of the low altitude form
of the sound speed profile.

The proximity of the point spectrum produces sharp
peaks in the low altitude behavior of those modes for which
e is in the vicinity of the real part of an eigenvalue in the
point spectrum. This is seen clearly in~14!: the eigenvalue
condition~21! is precisely the condition thatF1(C,h)50 so
thatce has poles where the eigenvalue condition is satisfied.
The effect of these poles is tempered by the fact that ife is
sufficiently greater thank0

2, then the corresponding mode is
still exponentially decreasing with decreasingz below the
inversion.

This behavior is demonstrated in Figs. 9~a! and 9~b! in
which the continuum mode amplitude on the ground,
uce(0)u, for sound speed profile 1 is plotted as a function of
e for 50, 52, 54, 56, and 58 Hz. Bothuce(0)u and loguce(0)u
are plotted in Figs. 9~a! and 9~b!, respectively. Note that the
peaks inuce(0)u are sharpest for transition frequencies near
which the number of modes changes. Indeed these are the
frequencies for which one of the eigenvalues in the point
spectrum can be arbitrarily close to the continuous spectrum.
The plot of loguce(0)u shows that all of the eigenvalues in the
point spectrum show up as peaks in the continuous spectrum;
however, unless their real parts are sufficiently close tok0

2,
the exponential behavior of the mode overwhelms the peak.

FIG. 7. The high altitude behavior of mode 4 at 50 Hz for sound speed
profile 1.

FIG. 8. Continuum modes at 50 Hz for sound speed
profile 1. The three types of modal behavior, forkH

5Ae,k0 ,5k0 ,.k0 , are displayed: belowk0 the
modes are oscillatory with little variation in amplitude,
neark0 the modes are strongly influenced by the duct,
abovek0 the modes have negligible amplitude near the
ground.
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To extract the contribution to integrals such as those that
appear in~15! from these peaks it is useful to know the
residues of the poles that cause them. Consider

ce~z1!ce~z2!52
1

pF1~e!F2~e!
c2~C,e,z1!c2~C,e,z2!.

~25!

Let h1 ,...,hM be the solutions of the eigenvalue condition
~7! which were obtained in Sec. III by perturbing off of the
asymptotically constant case. Recall that, depending on the
signs of their imaginary parts, not all of theh j are necessar-
ily in the point spectrum and thus not all represent true
ducted modes.F6(e) are defined for6Im e>0, but have
straightforward analytic continuations into regions with
6Im e,0. One then hasF1(h j )50, regardless of the sign
of Im hj . Thus,ce(z0)ce(z) has poles, as a function ofe, at
the h j . When Imej.0, so thath j is in fact in the point
spectrum, then22p i times the residues at these poles gives
the modes,f j , corresponding toh j :

f j~z1!f j~z2!5
2i

F2~h j !F18 ~h j !
c2~C,h j ,z1!c2~C,h j ,z2!

~26!

@this follows from the fact thatc1(e1 i01,0)c2(C,h j ,z)
5c1(e1 i01,z) and from ~A4! and ~A5!; see the Appen-
dix#. When Imej,0, introduce the notion of the quasi-mode
f j defined by~26!.

V. LONG RANGE PROPAGATION FROM A POINT
SOURCE

Consider the sound field produced by a point source at
xH50, z5z0 . The solution to~4! for a point source atxH

50, z5z0 is proportional to the Green’s function

G~v,xH ,z0 ,z!5(
j 51

N

GH~h j ,xH!f j~z0!f j~z!

1E
2`

`

GH~e,xH!ce~z0!ce~z! de, ~27!

whereGH(e,xH) is the free space Green’s function satisfying

~¹H
2 1e!GH~e,xH!5d~xH!.

In polar coordinatesr, u, GH is independent ofu. One
finds9,19,20

GH~e,xH!52
i

4
H0

~1!~Aer !, ~28!

whereH0 is the Hankel function.14

Once the modesf j have been computed, computing the
contribution to~27! from the modal sum is straightforward.
The contribution from the integral over the continuum modes
must be computed numerically. This computation can be in-
tensive. However, if one is interested in the sound field near
the ground and far from the source, then it can be expected
that the integral over the continuous spectrum is
insignificant10,9 so that one need only compute the modal
sum.

For the sound speed profiles considered here it will be
shown that it is indeed the case for most frequencies that the
continuous spectrum is insignificant for low altitudes at long
ranges. The exceptions are those narrow bands of transition
frequencies in which the number of modes changes. As dis-
cussed in the previous section, for these frequencies the
emerging mode manifests itself as a sharp peak in the con-
tinuum mode amplitudes.

The long range approximation to the Green’s functionG
is obtained by replacing the Hankel function in~28! by its
large argument asymptotic form,9,14,20

GH~e,r !'2A i

8pAer
eiAer ,

and dropping the part of the integral in~27! which does not
propagate horizontally, that is, that part of the integral with
e<0. One obtains

G~v,r ,z0 ,z!'2A i

8pr F (
j 51

N

h j
21/4eiAh j rf j~z0!f j~z!

1E
0

`

e21/4eiAerce~z0!ce~z!deG . ~29!

Note that for fixedz the continuum modesce(z) go to
zero exponentially ine ase→` so that the improper integral
in ~29! converges rapidly. As mentioned above, performing
these integrals is computationally intensive. However, it is
generally expected to be unnecessary to compute the con-
tinuum integral since at long ranges the termeiAer oscillates
rapidly compared to the variations ofe21/4ce(z0)ce(z),
causing the integral to be negligible.9

An exception to this rule is the case in which
ce(z0)ce(z) is sharply peaked. As discussed in the previous
section this occurs near those frequencies at which the num-

FIG. 9. Continuum mode amplitudes on the ground,~a! uce(0)u and ~b!
loguce(0)u, for sound speed profile 1 for several frequencies.
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ber of modes changes. The contribution from these peaks can
be extracted by deforming the integration contour in~29!
below the real line to the contourG depicted in Fig. 10. The
term eiAer grows exponentially with range for Ime,0, how-
ever, the contourG need only descend below the real line a
distance large compared to theu Im hju and thus may be cho-
sen so that this exponential growth is insignificant for ranges
r !1/uIm hNu ~herehN is used here since the imaginary parts
of the h j typically decrease with increasingj!. In the ex-
amples considered hereuIm hju!1024 per meter so that for
r<10 km this deformation can be made. In addition, the ana-
lytic continuations of the continuum modes to complexe will
grow exponentially asz→`. However, for low altitudes, for
ranges up to 10 km, and forG sufficiently far from the poles
the contribution from the resulting integral is negligible.

If any poles are encountered in making this deformation,
their residues~26! must be subtracted from the integral. The
long range contribution from the continuum integral is con-
tained entirely in these residues. Ignoring the continuum in-
tegral over the deformed contourG one obtains as an ap-
proximation to~29!

G~v,r ,z0 ,z!'2A i

8pr F (
j 51

N

h j
21/4eiAh j rf j~z0!f j~z!

1 (
j 5N11

M

h j
21/4eiAh j rf j~z0!f j~z!G , ~30!

where, for j .N, the quasi-modes defined by~26! are used.
To check the accurracy of the approximation~30! the

continuum integral has been computed using a trapezoidal
rule approximation with variable step size~a finer step size is
used in the region near Ree;k0

2 where the integrand is more
rapidly varying!. The integral is performed along the de-
formed contourG. In Fig. 11, ground to ground propagation,
z05z50, is studied. Ten times the logarithm of the magni-

tude of the Green’s function times range,uxHuG(v,xH,0,z),
is displayed. This quantity is the magnitude in dB of the
sound field produced by a point source relative to the field
that would be produced by a point source of equal strength at
a distanceuxHu from the source in an empty homogeneous
space. The full field is compared to the individual contribu-
tions from the modal sum and the continuum integral. Fre-
quencies 50 Hz, which is not a transition frequency, and 54
Hz, which is a transition frequency, are shown in Figs. 11~a!
and 11~b!, respectively. The small fluctuations in the compu-
tation of the continuum integral at short ranges is the result
of numerical noise associated with the vertical discretization
of the continuum modes ase↓0. The sum of modes and
quasi-modes alone,~30!, is seen to be an excellent approxi-
mation to the full field.

VI. CONCLUSIONS

A vertical modal expansion has been produced for the
model commonly used to describe outdoor sound propaga-
tion on calm nights over flat ground. In this model the sound
field is refracted downwards near the ground, upwards at
high altitudes and is attenuated by its interaction with the
ground. The full sound field is given by a sum over ducted
modes plus an integral over continuum modes as given in
~15!. The ducted modes decrease exponentially at high alti-
tudes while the continuum modes oscillate with very slowly
decreasing amplitude at high altitudes.

Except for a discrete set of narrow frequency bands in
which the number of ducted modes changes, at long ranges
the sound field near the ground is well approximated by the
modal sum alone. For these exceptional frequencies the con-
tinuum integral has a long range contribution to the sound
field. At low altitudes, however, the contribution from the
continuum integral is well approximated by a sum over
quasi-modes. The quasi-modal sum has the same form as the
modal sum except that the quasi-modes increase exponen-
tially at high altitudes.

The modes and quasi-modes, and the associated wave
numbers and attenuation constants, can be obtained by per-
turbing about a sound speed profile which is constant at high
altitudes, reducing the problem to the type solved in Ref. 10.
Given the modes and quasi-modes, the result, presented in
~30! for propagation from a point source, is an easily evalu-

FIG. 10. The integration contour to extract the effect of poles passing near
the continuous spectrum.

FIG. 11. A comparison of the full
sound field with the individual contri-
butions from the modal sum and the
continuum integral for ground to
ground propagation. The pressure field
produced by a unit point source on the
ground is shown as a function of range
and height in dB relative to 1/range:
~a! 50 Hz, no quasi-modes,~b! 54 Hz,
one quasi-mode.
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ated analytical expression valid at low altitudes for frequen-
cies greater than a few Hz.
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APPENDIX: NORMALIZING THE MODES

In this appendix it is shown how, under rather general
conditions, the ducted and continuum modes can be normal-
ized. Normalizing the ducted modes by computing the nor-
malization integral~10! can be difficult since the modes can
extend very high up into the atmosphere. Instead, a form
similar to that of Appendix B5 of Ref. 9 will be used. In Ref.
10 the continuum modes were normalized using the fact that
for asymptotically constant sound speed profiles the con-
tinuum modes become trigonometric functions for largez so
that a comparison could be made to the well known sine and
cosine transforms. For the sound speed profiles considered in
this paper this is no longer the case. Instead, formulas are
developed which do not depend on the specific largez
asymptotic form of the modes. The approach used is a gen-
eralization of a technique developed to normalize continuum
modes in atomic physics.21

Let hPR and consider the Green’s function,
g(C,h,z1 ,z2), given by

S d2

dz1
2 1v~z1!2h Dg~C,h,z1 ,z2!5d~z12z2!,

g(C,h,z1 ,z2)5g(C,h,z2 ,z1) and

]

]z1
g~C,h,z1 ,z2!U

z150

52Cg~C,h,0,z2!.

Herev(z)5k(z)2 is positive. One has

g~C,h,z1 ,z2!5
1

W~c2~C,h,• !,c1~h,• !!

3c2~C,h,z,!c1~h,z.!, ~A1!

wherez,(.) is the smaller~larger! of z1 andz2 , c2(C,h,z)
andc1(h,z) are solutions of the differential equation

S d2

dz2 1v~z!2h Dc~z!50,

c2(C,h,z) satisfies the initial conditions

c28 ~C,h,0!52Cc2~C,h,0!, ~A2!

c2~C,h,0!51, ~A3!

c1(h,z), defined only forhPR, is the exponentially de-
creasing solution, andW denotes the Wronskian. Note that it
follows from ~A2! and ~A3! that

W~c2~C,h,• !,c1~h,• !!52~c18 ~h,0!1Cc1~h,0!!.
~A4!

Further, using the asymptotic form~9!, one finds that

W~c1~e1 i01,• !,c1~e2 i01,• !!522i . ~A5!

In addition to~A1! one has the eigenfunction expansion,

g~C,h,z1 ,z2!5(
j 51

N
1

h j2h
f j~z1!f j~z2!

1E
2`

` 1

e2h
ce~z1!ce~z2! de, ~A6!

which follows directly from the definitions off j andce and
from the completeness relation~12!. Using the fact that when
h5h j

c1~h j ,0!c2~C,h j ,z!5c1~h j ,z! ~A7!

and comparing the residues ofg(C,h,z1 ,z2) at theh j com-
puted from~A1! and ~A6!, one finds that

f j~z1!f j~z2!5
c1~h j ,0!

~]/]h!W~c2~C,h,• !,c1~h,• !!uh5h j

3c2~C,h j ,z1!c2~C,h j ,z2!.

Using ~A7! the equality

E
0

`

c1~h j ,z!2dz52c1~h j ,0!

3
]

]h
~c18 ~h,0!1Cc1~h,0!!U

h5h j

~A8!

for the normalization of the eigenfunctions in the point spec-
trum follows.

As regards the normalization of the eigenfunctions in the
continuous spectrum, note that

g~C,e01 i01,z1 ,z2!2g~C,e02 i01,z1 ,z2!

5 lim
d↓0

E
2`

` 2id

~e2e0!21d2 ce~z1!ce~z2! de

52p ice0
~z1!ce0

~z2!.

Let ePR and note that
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2p ice~z1!ce~z2!5E
0

`Fg~C,e1 i01,z1 ,w!S d2

dw2 1v~w!2e Dg~C,e2 i01,w,z2!

2g~C,e2 i01,w,z2!S d2

dw2 1v~w!2e Dg~C,e1 i01,z1 ,w!G dw

5Fg~C,e1 i01,z1 ,w!
d

dw
g~C,e2 i01,w,z2!2g~C,e2 i01,w,z2!

d

dw
g~C,e1 i01,z1 ,w!GU

w50

`

5
W~c1~e1 i01,• !,c1~e2 i01,• !!

W~c2~C,e,• !,c1~e1 i01,• !!W~c2~C,e,• !,c1~e2 i01,• !!
c2~C,e,z1!c2~C,e,z2!. ~A9!

Here the fact thatc2(C,h,z) is continuous inh ash crosses the real line whilec1(h,z) is not has been used. Equations~14!
and ~13! now follow from ~A4! and ~A5!.
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sound speed profiles. The profiles are described as ‘‘generalized power law’’ profiles because they
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I. INTRODUCTION

The speed of sound in ocean sediments is often charac-
terized by a monotonically increasing function of depth1 and
this behavior results in the formation of caustics in the re-
flected field~see paragraph 46 of Ref. 2!, caused by upward
refraction in the sediment layer. For the case of isovelocity
water with a linear increase in sound speed with depth in the
sediment, there is a minimum range that can be reached by a
sediment refracted eigenray, depending on the heights of the
source and receiver above the seabed. The locus of such
points of minimum range, for different receiver heights, is
the caustic envelope. Stickler3 demonstrates the importance
of taking such caustics into account for the interpretation of
seabed reflection loss measurements. Conversely, a measure-
ment of the caustic position can be exploited to measure the
sediment sound speed gradient.4,5

Caustic shapes and ray paths are usually found
numerically,3,6 since general sediment profiles do not permit
analytical solutions. Orlov,7 however, in the context of re-
flection of electromagnetic waves from an electron plasma,
obtains analytical solutions for the caustic shapes associated
with selected velocity profiles of the form

@c0 /c~z!#2511azp, ~1!

wherec(z) is the wave speed as a function of depthz, and
c0 , a, andp are constants. Orlov8 also considers a parabolic
profile for which the ray paths, but not the caustic envelope,
can be found analytically. Ainslie9 analyzes the properties of
caustics associated with the reflection of sound from the sea-
bed with various power law profiles~PLPs!. The advantage
of exact solutions is in allowing such properties as the caus-

tic shape to be found explicitly in terms of the parameters
describing the profile, and hence permitting insight into the
variation of caustic properties with profile shape. Possible
applications are discussed in the following.

~1! The solutions can be used to help interpret the result
of an acoustic measurement such as for geoacoustic inver-
sion. This is seen as the main application and is discussed
further in Sec. V.

~2! An experiment designed to measure the position of a
caustic can benefit from knowing in advance the maximum
range of the caustic from the source, or its height from the
seabed. Using analytical solutions, these can be estimated
without the need for a lengthy sensitivity study.

~3! Differentiation of the caustic coordinates with re-
spect to a given seabed parameter provides a measure of the
accuracy and precision with which it is necessary to measure
the caustic position in order to infer that parameter.

~4! The availability of exact solutions for the caustic
envelope is also useful for checking the accuracy and con-
vergence of a numerical propagation model. The most obvi-
ous application of this nature is to check the ray paths com-
puted by a numerical ray tracing program. However, as
computing power increases, wave models are used at ever
higher frequencies as a realistic alternative to ray tracing.
Thus the caustic envelope solutions can be used as a test of
the high frequency limit of wave models, especially for cases
involving steep propagation angles, for which wave equation
solutions are sometimes pushed to their limit. We have in
mind situations requiring a high order Pade´ expansion, a
large number of normal modes, or a large discrete Fourier
transform size.

In this paper we consider a generalization of the PLP,a!Electronic mail: ainslie@fel.tno.nl
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referred to as a generalized power law~GPL! profile, for
which analytical solutions are found for the ray paths. The
main advantage of the GPL is that it permits an arbitrary
choice to be made for sound speed curvature—rather than a
set of discrete values associated with PLP—thus allowing a
better fit to any given measured profile. Some variation in the
rate of change of curvature~with depth! is also possible us-
ing the GPL. We derive caustic equations for the GPL pro-
files and plot examples of caustic shapes for various cases.
Some exhibit special features such as cusps. Where possible
the caustic equations are solved analytically for the coordi-
nates of these features.

In Sec. II we describe the GPL profile and explain how
it is related to the PLP. Ray theory predictions for caustic
envelopes and cusp coordinates are presented for various
GPL profiles in Sec. III, followed by a comparison with nor-
mal mode predictions in Sec. IV for selected cases. The po-
tential application of the analysis to the problem of geoa-
coustic inversion is discussed in Sec. V, followed by
conclusions in Sec. VI.

II. GENERALIZED POWER LAW „GPL… PROFILE

The GPL profile is expressed in terms of gradient and
curvature parametersq andx such that

c0
2/c~z!25A@11~nq/A!z#22/n112A, ~2a!

whereA is a constant that we write as

A5
n12

3~12x!
. ~2b!

The above choice ofA in terms ofn andx is made so that the
first and second derivatives of the sound speed at the top of
the sediment (z50) are given byqc0 and 3xq2c0 , respec-
tively. ~See Table I for a list of expressions for these two
derivatives.! In principle, for Eq.~2!, the parametern can
take any real value, but we restrict attention here to integer
values only, as these are amenable to analytical solution. The
term ‘‘generalized power law’’ is used to indicate that GPL is
a generalization of the straightforward power law profile
~PLP!.9 The latter is obtained by settingA51 in Eq. ~2a!,
namely

c~z!/c05~11nqz!1/n. ~3!

Other noteworthy special cases, using a subscript~i.e.,
GPLn) to indicate the value ofn, are as follows.

~1! The ‘‘linear k2’’ profile is given by GPL22 :

c0
2/c2~z!5122qz. ~4!

This profile is often used to represent first-order effects of the
sediment sound speed gradient,2,10 and is one of the special
cases considered by Orlov.7 Notice thatc(z) is independent
of A in this case, becauseA cancels exactly from Eq.~2a!
whenn522. @The value ofc9(0), from Eq. ~4!, is 3q2c0 ,
corresponding tox51, so thatA is indeterminate in Eq.
~2b!#. The profiles GPL22 and PLP22 are therefore identical.
More generally, in the limitx→1 all GPL profiles reduce to
PLP22 .

~2! The casen521 gives the parabolick2 profile con-
sidered by Orlov,8

c0
2/c2~z!5122qz13~12x!~qz!2. ~5!

~3! The casen50 leads to the generalized exponential
profile GPL0 :

3~12x!c0
2/c2~z!52 exp@23q~12x!z#1123x. ~6!

~4! Settingn511 gives the profile GPL11 considered
by Rytov and Yudkevich:11

~12x!c0
2/c2~z!5@11q~12x!z#222x. ~7!

This profile, sometimes referred to as an ‘‘inverse square’’
profile, is used by Robins12 and by Ainslieet al.13 to examine
the effect of sound speed curvature in the sediment layer. It is
also used by Buckingham14,15 to model the formation of
wave guides at the sea surface due to a near surface bubble
population.

Example GPL profiles are plotted versus depth in Fig. 1.
It is convenient, in these plots, to show c/c0 as a function of
the dimensionless variable 18qz. Figures 1~a!–~d! show PLP
and GPL profiles forn523, 21, 11, and13 respectively.
Each graph plots the GPL profile forx522.0 to 12.0 in
steps of 1.0, together with the corresponding PLP~shown as
a dashed line! for the same value ofn. It can be seen that an
appropriate choice ofn and x gives considerable scope for
modeling a variety of profile shapes. These plots illustrate a
few noteworthy features, namely the following.

~1! The GPL23 curve with x512 @Fig. 1~a!# terminates at
18qz52. This represents the largest value ofz for which
Eq. ~2! yields a real sound speed. More generally, ifn
<23 and 0,A,1, the sound speedc(z) becomes
complex forunuqz.A.

TABLE I. First and second derivatives of the GPL profiles.

c(z)

dc/dz

qc0

d2c/dz2

3q2c0

GPLn
a Eq. ~2! Fc~z!

c0
G3S11

nq

A
zD212~2/n!

xFc~z!

c0
G2 dc/dz

qc0@11~nq/A!z# H 11
n21

3x F12S 11
nq

A
zD 22/nG J

GPL22 Eq. ~4! Fc~z!

c0
G3 Fc~z!

c0
G2 dc/dz

qc0

GPL0 Eq. ~6! Fc~z!

c0
G3e23q~12x!z xFc~z!

c0
G2 dc/dz

qc0
F11

e23q~12x!z21

3x G
anÞ0, 22.
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~2! The GPL21 curves withx522 and21 @Fig. 1~b!# show
maxima in the sound speed at 18qz52 and 3, respec-
tively. It is easily shown from Eq.~2! that such maxima
can occur in a GPL profile only in the casen521, and
then only if x,2/3 (0,A,1). If both conditions are
satisfied the turning depth is given byqz5A.

~3! The GPL11 curve with x50 @Fig. 1~c!# coincides with
the PLP, and is the simple linear profilec(z)/c051
1qz. This is a special case of the more general state-
ment that GPLn reduces to PLPn for A51 @i.e., x5(1
2n)/3].

~4! The four curves corresponding tox511 are identical
and equal to PLP22 .

Some of the profiles exhibit singularities for which the
sound speed becomes infinite at finite depth. The depths at
which these singularities occur and the profiles’ other main
features are summarized in Table II. The table excludes the
special casen522 for which a singularity occurs atqz
51/2.

III. RAY AND CAUSTIC EQUATIONS

A. Caustic envelopes and cusp coordinates for the
general case

1. Basic ray equations

We consider a point source at a heighth0 above the
water–sediment boundary. From Fig. 2 it is apparent that the
horizontal ranger reached by an individual ray, after reflec-
tion from the sediment, is given by

r ~z,uw!5x~u0!1~2z/q!cotuw , ~8!

where x(u0) is the horizontal ray displacement along the
boundary andz is the dimensionless height

z5q~h1h0!/2. ~9!

With the exception of the source heighth0 , the subscriptsw
and 0 indicate, respectively, a property~usually ray angle or
sound speed! evaluated in the water and at the top of the
sediment. Caustics form along the locus of paths satisfying
]r /]uw50, that is:

qdx/du052z cosec2 uw cotuw tanu0 . ~10!

A caustic can exist only along a ray path, so Eqs.~8! and~10!
must both be satisfied.

Defining zc(uw) as the heightz at which a ray of angle
uw grazes the caustic, it follows from Eq.~10! that

2zc~uw!5q sin2 uw

tanuw

tanu0

dx~u0!

du0
. ~11!

Ray theory provides a simple expression for the horizontal
displacement

x~u0!52E
0

zT
cotu~z!dz ~12!

in terms of the grazing angle determined by Snell’s law,

c0 cosu~z!5c~z!cosu0 , ~13!

and the turning depthzT such that

u~zT!50. ~14!

Changing the integration variable fromz to u we obtain for
GPL,

FIG. 1. GPLn sound speed profiles~solid lines! for four values ofn as
marked. The curvature parameterx increases from22 to 12 in steps of 1
from left to right. The corresponding PLP profiles are shown as dashed lines,
except for PLP11 which is identical to GPL11 with x50.

TABLE II. Summary of main features for the GPL profiles. Unless other-
wise indicated the expressions quoted give values ofqz for which the sound
speed becomes singular.

A,0 0,A,1 A>1

n>11 uAu
n F12S uAu

11uAuD
n/2G a

A

n F S A

A21D n/2

21G
n50 uAu

2
lnS11uAu

uAu D a
A

2
lnS A

A21D
n521

uAuFS11uAu
uAu D1/2

21G b

AF12S A21

A D 1/2G
n<23 uAu

unu FS11uAu
uAu Dunu/2

21G c
A

unu F12S A21

A D unu/2G
aSound speed profile is real, finite and monotonic for allqz.0.
bSound speed profile has a maximum atqz5A.
cSound speed becomes complex forqz.A/unu.

FIG. 2. Sound speed profile and ray geometry. The vertical coordinatez
denotes depth increasing downwards into the sediment. The source is at
heighth0 (z52h0).
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qx~u0!52 cos2 u0E
0

u0 sec2 u du

@cos2 c01~cos2 u0 /A!tan2 u#11n/2
,

~15!

where

A sin2 c05sin2 u0 . ~16!

In order to evaluate Eq.~15! we first note that it is of the
form

an5E sec2 a da

~B21tan2 a!11n/2
~17!

and make the substitution tana5Bsinhb so that~pp. 94–97
of Ref. 16!

an5
1

Bn11 E sechn11 b db. ~18!

The results for23<n<13 are presented in Table III. The
entry for n521 corrects a sign error in Ref. 8.

2. Caustic equations for arbitrary c 0 Õc w

The caustic equation requires differentiation of the ray
displacementx(u0). The derivativeq dx/du0 is given in
Table IV for GPL profiles satisfying23<n<3. The corre-
sponding PLP results17 can be obtained from Tables III and
IV @or Eq. ~15!# by substitutingA51, so thatc05u0 .

Equation~11! for the caustic height can be used, with
Eq. ~8! and Tables III and IV, to determine the caustic enve-
lope for GPL profiles with arbitrary values of the sound
speed ratioc0 /cw . Figure 3 shows the caustics thus calcu-
lated for GPL11 . Each subplot is for a fixed curvature value
~x521/4 to 11/2 as marked! and the different colors show
the effect of varying the sound speed ratio between 0.95 and
1.10. Figure 4 shows the effect of varyingn between23 and
13, in steps of 2, for a fixed curvature parameterx511/4.
The GPL0 and GPL12 caustic shapes~not shown! are simi-
lar, respectively, to those for GPL21 and GPL13 .

An important general point to bear in mind for the inter-
pretation of Figs. 3 and 4 is that ray paths are always tan-
gential to the caustic envelope. The angle of a caustic-
grazing ray at any point on the caustic can therefore be
inferred directly from the caustic shape. To understand the
caustics’ structure seen in Figs. 3 and 4 we first consider the
behavior of Eqs.~8! and ~11! whenu0 is small,

qr'2u012z cotuw , ~19a!

zc'sin2 uw tanuw

11 1
2 ~126x!u0

2

u0
. ~19b!

Denoting (cw /c0)2 by h we use Snell’s law in the form

sin2 uw'12h1hu0
2 ~20!

to eliminateuw from Eq. ~19! and thus solve foru0 ,

u0'
qr@16m~qr !#

2~31h2n!
, ~21!

where

n56x~12h! ~22!

and

m~j!5A12
8~12h!~31h2n!

j2
. ~23!

It follows from Eq. ~20! that

sin2 uw'
1

8 F qr

~31h2n!G
2

@16m~qr !#

3@313h2n7~32h2n!m~qr !# ~24!

and hence

zc~qr !'F qr

2~31h2n!G
2F16m~qr !

h G1/2

3F313h2n7~32h2n!m~qr !

2 G3/2

. ~25!

The simplest behavior occurs forc0 /cw51. For this
caseh andm are both equal to 1 and the caustic intersects the
range axis at the height origin~z50!. Equation ~25! then
simplifies to the usual result for a linear sediment profile9

zc~qr !5~qr/4!2. ~26!

Increasing the sound speed ratioc0 /cw ~so thath,1!, Eq.
~23! with j5qr implies a minimum range for whichm~j!
can be real. At this minimum rangem vanishes and the two

TABLE III. Evaluation of integrals for the GPL ray displacementx(u0).

n (q/cosu0)x(u0)

23 A1/2F tanc0 secc01ln tanSp4 1
c0

2 DGcos2 c0

22 2 sinu0

21 2A1/2 ln tanSp4 1
c0

2 D
0 2A1/2c0 secc0

11 2A1/2 tanc0 secc0

12 A1/2(c01sinc0 cosc0)sec3 c0

13 2A1/2 tanc0 secc0S11
2

3
tan2 c0D

TABLE IV. Evaluation ofdx/du0 for GPL profiles.

n (q/2)dx/du0

23

cos2 u0 sec2 c02
1
2 sinc0@3 cos2 u01A21#

3Ftanc0 secc01ln tanSp4 1
c0

2 DG
22 cos 2u0

21 cos2 u0 sec2 c02A sinc0 ln tanSp4 1
c0

2 D
0 sec2 c0@cos2 u01~12A!c0 tanc0#

11 sec2 c0@112~12A!tan2 c0#

12 sec2 c0$11c0 tanc01
1
2~12A!@3 tan2 c01c0 tanc0~113 tan2 c0!#%

13 sec2 c0@112 tan2 c01
2
3~12A!tan2 c0~314 tan2 c0!#
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branches of Eq.~25! coalesce into a single cusp~labeled ‘‘A’’
in Fig. 3! at the coordinates

qrA'@8~12h!~31h2n!#1/2, ~27a!

zA'
12h

31h2n F ~313h2n!3

2h G1/2

. ~27b!

Similarly, if c0 /cw,1, there exists a minimum range~la-
beled ‘‘B’’ ! for the caustic to be visible above the seabed.
This occurs when the third factor of Eq.~25! vanishes, the
condition for which is

qrB'~32h2n!S h21

h D 1/2

, ~28a!

zB50. ~28b!

3. Approximations for c 0 Õc wÉ1

It is often the case that the sediment sound speed is such
that 12c0 /cw is small, and the above-mentioned equations

then simplify. The results derived in the following, valid in
the limit c0 /cw→1, are used in Sec. V to illustrate the po-
tential application of this work to geoacoustic inversion. Spe-
cifically if we replacec0 /cw by 1 everywhere except in
terms proportional to 12c0 /cw , Eqs. ~25!, ~27!, and ~28a!
become

zc~qr !'Fqr

8 G2

@16m~qr !#1/2@37m~qr !#3/2, ~29!

where

m~j!'A12
64~c0 /cw21!

j2
, ~30!

qrA'8~c0 /cw21!1/2, ~31a!

zA'A27~c0 /cw21!, ~31b!

and

FIG. 3. Caustic shapes for GPL11 profiles forx52
1
4 to

1
1
2 as marked.

FIG. 4. Caustic shapes for GPLn profiles forx5
1
4 and

n523 to 13 as marked.
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qrB'@8~12c0 /cw!#1/2. ~32!

Features ‘‘A’’ and ‘‘B’’ are associated with shallow angle
rays and are therefore influenced by near-surface properties
of the sediment profile~the sound speed ratioc0 /cw and the
gradient atz50). Varying the curvature has little effect on
the position of these features because the parameterx only
appears in the above Eq.~25! ~through n! multiplied by
~12h! which, by assumption, is small. As a consequence,
Eqs.~31! and~32! are independent ofx. The insensitivity of
‘‘A’’ and ‘‘B’’ to curvature is confirmed by inspection of
Fig. 3.

At steep angles the effect of varying the curvature be-
comes more obvious. Increasingx from 0 to 1

4 a second cusp
~labeled ‘‘D’’ ! can be seen in Fig. 3, and this in turn results in
a second axis intersection~‘‘E’’ !. These features are not pre-
dicted by Eq.~25! because of the small angle assumption
(u0!1) made in its derivation. They are considered further
in Secs. III B and III C below.

B. Caustic envelopes and cusp coordinates for c 0
Äc w

The cusps observed in Figs. 3 and 4 arise wherever
]r /]uw is stationary along a caustic. We now derive equa-
tions for their coordinates for a few special cases. Differen-
tiating Eq.~8! twice we obtain

q]r /]uw52 cosec2 uw@zc~uw!2z# ~33!

and

q]2r /]uw
2 52 cosec2 uw$zc8~uw!

22 cotuw@zc~uw!2z#%. ~34!

By definition zc2z vanishes along a caustic, so an alterna-
tive condition for a cusp is justzc850. Making the simplify-
ing assumption thatc0 and cw ~and henceu0 and uw) are
equal we now analyze the GPL profiles forn522, 11, and
13, the equations for which have straightforward solutions
for the caustic envelope. From Eq.~12! and Table IV we
obtain for the caustic height:

zc~u0!5sin2 u0 cos 2u0 , n522, ~35a!

zc~u0!5A tan2 c0@112~12A!tan2 c0#, n511,
~35b!

zc~u0!5A tan2 c0@112~22A!tan2 c0

1 8
3~12A!tan4 c0#, n513, ~35c!

wherec0 is related tou0 according to Eq.~16!. All three of
these equations are soluble analytically for the caustic angle
uc ~the angleu0 of the ray that grazes the caustic at heightz!.
The first two solutions are

tan2 uc~z!55
16~128z!1/2

37~128z!1/2
~n522!

~12x!@16~128xz!1/2#

4x
~n511!

.

~36!

The third equation, forn513, is soluble as a cubic equation
in tan2 c0.18 The corresponding caustic range follows from

qrc~u0!5qx~u0!12zc~u0!cotu0 . ~37!

Equations for the cusp angleuD ~the caustic angle at the
cusp, labeled ‘‘D’’!, follow by requiring the derivative of Eq.
~35! to vanish. The result forn522 and11 is

tan2 uD5H 1

3
, n522 ~ i.e., uD5p/6!

1

3x
, n511

. ~38!

The cusp coordinates are therefore

~qrD ,zD!55 S 271/2

4
,
1

8D , n522

S 271/2

4x1/2
,

1

8x D , n511

. ~39!

For n513 it is convenient to parametrize the coordi-
nates in terms ofA andcD instead ofx anduD . Differenti-
ating Eq.~35c! we obtain

tan2 cD5
A226AA222A12

4~12A!
. ~40!

The cusp coordinates for this case are then

qrD5 4
3A

1/2 tancD~314 tan2 cD!

3@11~12A!tan2 cD#3/2, ~41a!

zD5A tan2 cD@112~22A!tan2 cD1 8
3~12A!tan4 cD#.

~41b!

The coordinates of feature ‘‘D’’ are evaluated using Eqs.~39!
and ~41! and are presented in Table V.

The above-given results forn522 @i.e., p51 in Eq.
~1!# are consistent with those from Refs. 7 and 9. Orlov’s
calculations7 are unique in that they also include the caustic

TABLE V. Coordinates of features ‘‘D’’ and ‘‘E’’ for soluble GPL profiles
n511 and 13. For both profiles the casex51 reduces to the PLP22

coordinates given by Eqs.~39! and ~43!.

x

n511 n513

(qrD ,zD) for c0 /cw51 qrE (qrD ,zD) for c0 /cw51 qrE

2
2
3 ¯ ¯ ` `

2
1
2 ¯ ¯ ~22.22,15.13! 15.11

2
1
4 ¯ ¯ ~6.141,2.134! 4.404

0 ` ` ~3.350,0.762! 2.489
1
4 ~2.598,0.500! 2.000 ~2.312,0.386! 1.754
1
2 ~1.837,0.250! 1.414 ~1.797,0.238! 1.376
3
4 ~1.500,0.167! 1.155 ~1.495,0.165! 1.150

1 ~1.299,0.125! 1.000 ~1.299,0.125! 1.000
5
4 ~1.162,0.100! 0.894 ~1.160,0.100! 0.893
3
2 ~1.061,0.083! 0.816 ~1.057,0.083! 0.812
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shapeinside the layered medium. Other profiles analyzed by
Orlov, not considered here, are the casesp52 andp51/2.

C. Calculation of range axis intersection „qr E… for
arbitrary c 0 Õc w

The condition forr E is simplyzc50 ~anduwÞ0) and it
follows from Eq. ~11! that dx/du0 must also be zero. This
condition results in soluble equations for the same three val-
ues ofn as above:n522, 11, and13, but this time without
the additional requirement thatc0 andcw be equal. First we
considern522 and11. The caustic angle (uE) satisfying
the above-given condition is given by

tan2 uE5H 1, n522 ~ i.e., uE5p/4!

x21, n511
. ~42!

Substituting for this angle in Eq.~8! ~with zE50) for the
caustic range then gives

qrE5H 1, n522

x21/2, n511 ~x.0!
. ~43!

Applying the same method ton513 we obtain

qrE52A1/2 tancE seccE@11~2/3!tan2 cE#cosuE, ~44!

where

tan2 cE5
3~A22!6A9A2112~12A!

8~12A!
. ~45!

The ranger E is evaluated using Eqs.~43! and ~44! and this
too is presented in Table V. A direct comparison is possible
between the coordinates of Table V and the features ‘‘D’’ and
‘‘E’’ in Fig. 3 ~also visible in Fig. 4, but not marked!. No
approximation was made in the derivation of these coordi-
nates and the agreement is therefore exact.

Notice that the position of ‘‘E’’ is independent ofc0 /cw

for both n511 and13. This is a consequence of the pro-
portionality betweenzc anddx/du0 @Eq. ~11!# and the obser-

vation therefore holds not just for all GPL profiles, but com-
pletely generally. In other words, assuming that this feature
exists at all for a given profile shapec(z)/c0 , then its posi-
tion is independent of the ratioc0 /cw for all profiles of that
shape.

IV. COMPARISON WITH NORMAL MODE
PREDICTIONS

We now calculate the pressure field in the vicinity of the
caustic for selected cases. For these calculations we use a
source heighth0 of 10 m and a frequencyf of 500 Hz. The
sediment profile GPL11 is used, with a sound speed gradient
qc053 s21 so thatqh050.02cw /c0 . The sediment absorp-
tion coefficient isa50.01 dB/l. In all cases the water depth
is 2000 m and the sound speed in water is 1500 m/s. For
simplicity, a uniform density of 1.0 g/cm3 is assumed every-
where.

The value used for sediment attenuation seems low com-
pared with Hamilton’s data,19 but is in line with recent mea-
surements for silt and clay.6,20,21A higher value ofa would
suppress some of the features at steeper angles. Reflection
loss for sediment refracted paths is determined primarily by
the absorption along the ray path in the sediment which is
approximately proportional to the sediment grazing angle
u0 . The constant of proportionality, 2f a/qc0 , is equal to
10/3 dB rad21.

Results are presented in the form of propagation loss22

~PL! versus dimensionless rangeqr and heightz. Figures
5–7 show the result of this calculation for three different
sound speed ratios between 0.95 and 1.05, and two curvature
values~x50 and 1

4! as shown. The shape of the caustics in
these figures is a function of the dimensionless variablesqr
andz only. The contour levels depend on the dimensionless
frequencyf /qc0 , which for this example is equal to 500/3.
Black indicates highest loss~PL.63 dB re 1 m2! and white

FIG. 5. Propagation loss PL vs dimen-
sionless rangeqr and heightz for the
GPL11 profile with a sound speed ra-
tio c0 /cw50.95 and curvature param-
eter~a! x50 and~b! x51/4. The caus-
tic envelope can be compared with the
blue curves from Fig. 3 for corre-
spondingx values.

1455J. Acoust. Soc. Am., Vol. 115, No. 4, April 2004 Ainslie et al.: Caustics due to a layered sediment



indicates lowest~PL,48 dB re 1 m2!. Intermediate contours
are at 3 dB intervals. Approximately 1500 modes are used to
produce each of these figures.

The simplest behavior is forc0 /cw51 andx50 and for
this reason we discuss this case first@Fig. 6~a!#. The main
feature of interest is the caustic itself, extending from the
origin on the left toz50.75 atqr53.5 on the right, consis-
tent with the corresponding curve from Fig. 3~green line in
top-right graph!. Above the caustic there is a region of
spherical spreading arising from the direct path only. Be-
neath it there is a distinct fringe pattern caused by interfer-
ence between the direct path and the shallower of the two
bottom-refracted paths. Superimposed on the main~approxi-
mately horizontal! fringes is a fine-scale interference pattern

due to the influence of the second~steeper! bottom-refracted
path.

The main effect of increasing the curvature tox51
4 @Fig.

6~b!# is the appearance of the cusp and range axis intersec-
tions~features ‘‘D’’ and ‘‘E’’ from Fig. 3!. The coordinates of
these features are included in Table V. Beyond ‘‘E’’ the caus-
tic can be seen to extend deep into the sediment. Our ray
path analysis is inapplicable in this region because we as-
sume that source and receiver heights are both positive, but
no such restriction applies to the normal mode calculation.
The classic Airy function behavior through a caustic is illus-
trated most clearly here: to the left of the caustic is a fringe
pattern caused by interference between the two caustic-
grazing rays; to the right the field decays exponentially into

FIG. 6. As in Fig. 5 forc0 /cw51.00.
The caustic envelope can be compared
with the green curves from Fig. 3 for
correspondingx values.

FIG. 7. As in Fig. 5 forc0 /cw51.05.
The caustic envelope can be compared
with the magenta curves from Fig. 3
for correspondingx values.
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the shadow where there are no classical ray paths.
Now consider the case withc0 /cw50.95 ~Fig. 5!. The

main effect on the caustic of reducing the sediment sound
speed is that the left branch now intersects the range axis at
‘‘B’’ instead of at the origin. This is a direct result of the
downward refraction at the boundary, causing the shadow for
r ,r B . Notice the fringe pattern in the direct path region,
caused by interference from a partial reflection at the water–
sediment boundary. Notice also the multiples of the main
refracted path in the sediment, caused by partial internal re-
flection inside the sediment layer. See Ref. 23 for a discus-
sion of the reflected field due to these multipaths.

Finally for thec0 /cw51.05 case~Fig. 7! the main new
feature is the appearance of a second cusp, resulting in a
third caustic branch extending from ‘‘A’’ to plus infinity.
Thus the energy is more thinly spread and this explains why
this third branch is much weaker than the other two. The
details of this third branch will in any case be sensitive to the
sound speed profile in the water, not considered here, be-
cause of the low grazing angles involved. Notice the exten-
sion of the Lloyd mirror fringes almost to the origin for this
case, because of the total internal reflection that occurs for
grazing angles less than the water–sediment critical angle.
The caustic nevertheless remains clearly visible.

V. POTENTIAL APPLICATION TO INVERSION

We show above that the position and shape of caustics
induced by sediment refraction are sensitive to the sediment
sound speed profile parameters. It follows in principle that,
given a sufficiently accurate measurement of the caustic ge-
ometry, one can invert for these sediment parameters. For the
measurement we have in mind a geometry involving a
bottom-~or surface-! mounted vertical line array and a towed
source, similar to that used by Frisket al.6 or Sideriuset al.24

Although such inversion is outside the present scope, it is
seen as the main application of our analysis, and it is there-
fore considered helpful to provide a demonstration of a
simple method to extract geoacoustic information. The dem-
onstration comprises the following three steps.

Step 1: Synthesis of a measurement of the caustic shape.
First the caustic shape is calculated for an arbitrary sediment
profile. This synthesized caustic represents a real-world mea-
surement and is used as input for the inversion. For this
demonstration we choose the GPL13 caustics of Fig. 4~bot-
tom right!, the coordinates of which are presented in Table
VI.

Step 2: Inversion of the caustic shape for the sediment
profile parameters. The next step is to find a combination of
geoacoustic parameters that matches the ‘‘measured’’ caustic

shape, using one of the GPLn profiles. The value ofn can be
considered as another unknown parameter, to be inferred by
finding the best match to the measured caustic shape. This
can be any real~integer or fractional! value ofn. The alter-
native is to choose a particular GPL family by fixingn. For
the purpose of our demonstration we choose to fixn511
because of the simple, easily invertible, equations for the
caustic coordinates associated with this profile shape. The
unknown parameters to be found are thusq, c0 /cw , andx.

First we consider the situationc0 /cw.1 such that the
cusp feature ‘‘A’’ exists~see Fig. 3!. The value of the sound
speed ratio and the gradientq follow from the coordinates of
this feature@Eq. ~31!#:

q5
32~hA1h0!

A27r A
2

, ~46!

c0

cw
511

16~hA1h0!2

27r A
2

. ~47!

For a slow sediment (c0 /cw,1) the feature ‘‘A’’ is absent.
Instead one can measure~in principle! the intersection of the
caustic with thez axis ~feature ‘‘B’’ !, but the coordinates of
‘‘B’’ give only one equation for two unknowns. Equation
~29! can nevertheless be inverted forq by noting thatm is a
function of r /r B only:

q5
32~hP1h0!

r P
2 ~11A118~r B /r P!2!1/2~32A118~r B /r P!2!3/2

,

~48!

wherer P and hP are the coordinates of a second point ‘‘P’’
along the caustic. To ensure the small angle assumption is
satisfied, the point ‘‘P’’ must be reasonably close to ‘‘B,’’ but
its precise position is not critical. Assuming a GPL11 profile,
it then follows from Eq.~32! that

c0

cw
512

~qrB!2

8
. ~49!

Finally, if the feature ‘‘E’’ exists the curvature parameterx
can be inferred through Eq.~43! ~for n511):

x5
1

~qrE!2
. ~50!

Feature ‘‘E’’ exists for all four caustics of the selected graph,
so the ranger E is used to determinex. For slow sediments
the value chosen forhP is 0.1qT

21. ~For the present purpose,
the case involvingr B50 is treated as having a slow sedi-
ment.! The range of feature ‘‘E’’ (r E51.754qT

21) is taken
from Table V. The result of the inversion is shown in Table
VII. The subscript ‘‘T’’ indicates the true value of a param-
eter. In order to keep the results as general as possible, all
distances are expressed in units ofqT

21.
Step 3: Reconstruction of the sediment sound speed pro-

file. The final step in the demonstration is to reconstruct the
sound speed profile using the inverted parameters from Table
VII. The result is plotted in Fig. 8, together with the original
GPL13 profiles from which the Fig. 4 caustics were calcu-

TABLE VI. Measured coordinates of the caustic features from Fig. 4 (n5

13).

(c0 /cw)T r A(qT
21) hA(qT

21) r B(qT
21) r P(qT

21)

0.95 ¯ ¯ 0.639 1.491
1.00 ¯ ¯ 0.000 1.248
1.05 1.672 0.244 ¯ ¯

1.10 2.212 0.459 ¯ ¯
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lated. The accuracy of the inverted profiles~to a depth of
0.8qT

21) can be judged by inspection of Fig. 8. At greater
depths the errors grow rapidly~not shown!.

Notice that the sound speed gradient is overestimated for
all four profiles, but this is compensated for by underestimat-
ing the curvature, in such a way that the average gradient to
0.8qT

21 remains approximately correct. The largest sound
speed error~from Fig. 8! for depths up to 0.8qT

21 occurs for
c0 /cw51.1, at a depth of 0.64qT

21 and is approximately
0.12cw . This error is caused partly by the approximate na-
ture of Eqs.~31! and~32! and partly by the mismatch in the
assumed value ofn.

A possible objection is that the approach seems to rely
on measurement of particular caustic features, some of which
~feature ‘‘E,’’ for example! may not even exist. We have also
assumed infinite measurement accuracy and resolution.
However the above demonstration is intended not as a real-
istic inversion, but as an illustration of the information con-
tent of the caustic envelope, due to its strong sensitivity to
the seabed parameters. We imagine that best results can be
obtained by matching the pressure field in the vicinity of the
caustic using broadband matched field processing.25

One can also question the extent to which the shape of
GPLn profiles matches measured ones. A visual comparison
of our Fig. 1 with Hamilton’s data1 suggests that there is
considerable scope for a good match. For example, Robins12

fits a GPL11 profile to Hamilton’s Fig. 8 of sound speed
versus depth beneath the sea floor for terrigenous sediments
and rocks. The difference between Hamilton’s curve and the

GPL fit ~not shown! is considerably smaller than the likely
measurement error.

A particular functional form sometimes used to charac-
terize realistic sediment sound speed profiles, known as the
Bottom Loss Upgrade~or ‘‘BLUG’’ ! profile,26,27 is described
by McCammon.28 The BLUG profile has similar properties
to GPL12 , the two profiles being identical for the special
casex521/3. The additional degree of freedom associated
with the GPL profiles~through the choice ofn! means that
GPL is likely to be more flexible than BLUG. Nevertheless,
the caustic envelope can be calculated for the BLUG profile
if desired, using the present method, from the expression for
the ray cycle distancex(u0).29

VI. CONCLUSIONS

We derive ray properties for a family of sediment sound
speed profiles~called ‘‘generalized power law’’ or GPL pro-
files! given by Eq.~2!. The GPL profiles permit continuous
variation of sound speed curvature, through a parameter de-
notedx, for a given value of surface sound speed gradient.
Additional control over profile shape is achieved through
choice of the integern, such that a good fit is possible to
measured profiles from~e.g.! Hamilton’s data. The GPL pro-
file for n522 ~denoted GPL22) is a special case that re-
duces trivially to the ‘‘linear k2’’ profile c(z)5c0(1
22qz)21/2.

Our main new results, illustrated by Figs. 3 and 4, are a
set of equations for predicting caustic envelopes for arbitrary
sediment sound speed curvature. The complete method is
described in Sec. III A. These equations, with the caustic
angle as a parameter, are confirmed in Sec. IV by comparison
with a normal mode calculation of the pressure field. Also
derived in Sec. III A are approximate explicit equations,
valid for small angles, for the caustic envelope@Eq. ~25!# and
other important features@Eqs.~27! and~28!#. For a few spe-
cial cases, some exact calculations are derived for cusp co-
ordinates and range axis intersections~Secs. III B and C!.

The most easily observable caustic features are those
caused by rays close to grazing incidence. The shape of these
features is shown to be determined primarily by the sound
speed ratioc0 /cw , and their positions are also sensitive to
the gradient parameterq. The curvature parameterx deter-
mines the existence and location of features~cusps and in-
tersections with the range axis! associated with steeper
angles. Conversely, a measurement of the position of such
features can be inverted for the profile parameters.
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LAUE, UMR CNRS 6068, Universite´ du Havre, place Robert Schuman, 76610 Le Havre, France

~Received 18 April 2003; revised 25 January 2004; accepted 1 February 2004!

Clusters ofN thin parallel and identical shells~aligned or not! in water are considered. Assuming a
harmonic plane wave is normally incident upon one cluster, the scattered-field classical expression
is recalled, and then computed for different types of clusters, along with resonance spectra. The
scatteringS matrix is defined, and its unitarity property used to check the numerical results. All
spectra are compared with that of a single shell, in the frequency range where resonances are due
to anA-wave phase matching only. Whatever the cluster, each resonance of the single shell is seen
to split intoM different ones. The value ofM depends on the number of shells, the distance between
them, and the symmetries of the cluster. Apart from the very special case of aligned shells (M
52N), no simple law has been found to predict the value ofM. © 2004 Acoustical Society of
America. @DOI: 10.1121/1.1689345#
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I. INTRODUCTION

Analytic calculation of the acoustic field scattered byN
infinitely long elastic cylinders in water may be performed,
thanks to the Graff addition theorem,1 and the method, in-
deed, is well known since Foldy’s early work.2 As the num-
berN of scatterers increases, however, the numerical compu-
tation of that field becomes more and more time consuming,
and other models have to be used. These models provide,
under different assumptions of the statistical properties of the
scatterers, the average properties of the transmitted field.3

For identical parallel cylinders, averaging is done on all their
possible positions, at a fixed density~number of cylinders
per unit cross section!. The only information needed, then, is
the statistics of the locations of the cylinders, and the acous-
tic frequency response of one cylinder to an incident plane
wave, either in the far field1,3,4 only, or by means of its tran-
sition matrix.5–7 One way to introduce symmetries in the
medium, or strong correlations between scatterers, is to con-
sider clusters of close scatterers as a single scatterer, so that
the transition matrix to be known, now, is that of each clus-
ter. As it is rather intuitive that the average medium proper-
ties should vary more strongly with frequency in the vicinity
of a scatterer resonance,6–8 this paper is dedicated to the
determination of the resonances of different clusters com-
posed of parallel cylindrical shells~aligned or not!.

There are relatively few works on the subject of reso-
nances by clusters of cylindrical or spherical shells. Huang
and Gaunaurd9 have studied the resonant behavior of two
spherical shells and shown that the low-frequency reso-
nances of a single shell are shifted downwards as the dis-
tance between the two shells is decreased. Decaniniet al.10,11

have developed the Korringa–Kohn–Rostoker–Berry
method to determine the scattering matrix ofN disks with
various boundary conditions. Taking into account the sym-
metries of the system leads them to classify the resonances in

distinct families associated with the irreducible representa-
tions of the symmetry group considered.

This work extends those of Kheddioui12,13 and
Lethuillier,14,15 who studied linear arrays of thin, empty, alu-
minum cylindrical shells. The resonances of such shells are
well known.16–18 In the low-frequency range, the well-
separated ones are due to an external wave, which means that
most of its energy is in the fluid. This wave is a bending
wave, usually referred to as the Scholte–StoneleyA wave. In
the high-frequency range, the resonances are due to anS0

type of wave, the energy of which is mostly in the solid~it is
hence called an internal wave!. This is the main reason for
which we study the low-frequency range, as the externalA
wave may couple close enough adjacent shells,14 while the
internalS0 wave never does.12,13

Throughout this paper,N infinitely long parallel and
identical shells, of known positions in water, are considered.
In Sec. II, the incident field is a harmonic plane wave that
propagates in a direction normal to the axes of the cylinders.
The method to determine the total scattered field is recalled,
and most of the notations needed are introduced meanwhile.
The scattering matrix elements of the cluster are derived in
Sec. III, in a simpler way than in Ref. 10. As theSmatrix is
nondiagonal, the multichannel resonant scattering theory19

should be used to describe the resonant behavior of the clus-
ter. Yet, this is not done in that paper; only the frequency
positions of the resonances are looked for, by use of proper-
ties of the Argand diagram in the vicinity of a resonance.20

This is done in Sec. IV, along with a comparison of other
results.11

II. ACOUSTIC SCATTERING BY N CYLINDERS

All N cylinders are infinitely long in theOz direction.
The incident harmonic plane wave propagates in the (xOy)
plane, so that the problem is a two-dimensional one, as
shown in Fig. 1, and polar coordinates are used. The obser-
vation point is P(r ,u). The hth cylinder is centered at
Oh (dh ,xh). In the local coordinates system of cylindera!Electronic-mail: luppe@univ-lehavre.fr
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number h, the observation point coordinates are (r h ,uh).
The incident plane wave, in the main coordinates system
centered atO, is

f inc
~0!~a,u!5eik "r5eikr cosa cosueikr sin a sin u

5 (
n52`

1`

i nJn~kr !ein~u2a!, ~1!

with a the incidence direction as in Fig. 1, and an assumed
time dependencee2 ivt. In Eq. ~1!, k5v/c with c the sound
velocity in the fluid, andJn(kr) is the Bessel function of
ordern and argumentkr. In the local coordinates system of
cylinder h, this incident plane wave is

f inc
~h!5eikdh cos~xh2a! (

n52`

1`

i ne2 inaJn~krh!einuh. ~2!

The wave scattered by cylinderh is

fs
~h!5 (

n52`

1`

Cn
~h!Hn

~1!~krh!einuh, ~3!

with Cn
(h) unknown coefficients that depend on the incident

anglea andHn
(1) the Hankel function of the first kind.

The incident wave on cylinderh is the summation of the
incident plane wave and of the waves scattered by the other
cylinders

f~h!5eikdh cos~xh2a! (
n52`

1`

i ne2 inaJn~krh!einuh

1(
l 51
lÞh

N

(
n52`

1`

Cn
l Hn

~1!~krl !e
inu l. ~4!

The wave scattered by cylinderh may be considered as an
incident wave on cylinderl, thanks to the Graff’s addition
theorem (r l,r lh with r lh the OlOh distance as in Fig. 1!

Hn
~1!~krh!einuh5 (

m52`

1`

~21!m2nei ~n2m!u lh

3Hm2n
~ l ! ~krlh!Jm~krl !e

imu l

5 (
m52`

1`

Gnm
hl Jm~krl !e

imu l, ~5!

with u lh defined in Fig. 1 and

Gnm
hl 5~21!m2nei ~n2m!u lhHm2n

~ l ! ~krlh!. ~6!

This yields the following expression of the response of cyl-
inder h to the incident wave described in Eq.~4!:

fs
~h!5 (

m52`

1`

Tmm
~h! Feikdh cos~xh2a!i me2 ima

1(
l 51
lÞh

N

(
n52`

1`

Gnm
lh Cn

~ l !GHm
~1!~krh!eimuh, ~7!

with Tmm
(h) the mth diagonal element of cylinderh diagonal

transition matrix.5 Together with Eq.~3!, Eq.~7! provides the
linear system of the unknown elementsCn

(h) to be solved

Cm
~h!5Tmm

~h! Feikdh cos~xh2a!i me2 ima

1(
l 51
lÞh

N

(
n52`

1`

Cn
~ l !Gnm

lh G . ~8!

The total scattered fieldFs is the sum of all scattered fields

Fs5 (
h51

N

fs
~h!5 (

h51

N

(
n52`

1`

Cn
~h!Hn

~1!~krh!einuh. ~9!

Introduction of the Hankel function asymptotic development
for r→` in Eq. ~9! gives

Fs`5A 2

pkr
ei ~kr2~p/4!!

3 (
h51

N

(
n52`

1`

i 2nCn
~h!e2 ikdh cos~xh2u!einu

5
ei ~kr2~p/4!!

Akr
f ~u←a!. ~10!

The angle-dependent function

f ~u←a!5A2

p (
h51

N

(
n52`

1`

i 2nCn
~h!e2 ikdh cos~xh2u!einu,

~11!

is the far-field scattered amplitude21 of the system ofN cyl-
inders in theu direction, provided a given incidence anglea.

For the computations, the series has to be truncated at
some ordern5n1 , wheren1 is the lowest value ofn0 that
ensures that both differencesuSn0

2Sn021u and uSn021

2Sn022u are less than 0.1% ofuSn0
u. The symbolSn0

is
defined as

FIG. 1. Scattering of an incident plane wave by anN-shell cluster (N52
here!. Geometry of the problem.
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Sn0
5(

i 51

N

(
n52n0

n0

Cn
~h! . ~12!

III. THE SCATTERING MATRIX

A. The Ŝ operator

Generalization of the resonance scattering theory
~RST!22 to the cluster case needs the definition of the
S-scattering matrix of the cluster. Contrary to the one-shell
case, mode conversions occur, as may be seen, from ex-
ample, in Eq.~8!, and, consequently, the infiniteS matrix
will not be diagonal. This is the reason why a resonance
theory on the cluster should be based on the multichannel
resonant scattering theory,19 as mentioned already in the In-
troduction of that paper.

In the following, a method derived from quantum
mechanics23 is used to express theŜ operator associated with
the scattering matrix. TheS-matrix elements are then de-
rived. This construction of theSmatrix is different from that
given in Ref. 10. It is obtained in a simpler way and, in
addition, it allows easier computations, especially when test-
ing theS-matrix unitarity.

Let the incident fieldF inc(u) now be an angular spec-
trum of incident plane waves

F inc~u!5
1

2p E
0

2p

F~a!f inc
~0!~a,u!da, ~13!

with F(a) a 2p-periodic function ofa, so that the resulting
scattered far field of Eq.~10! is

Fscat5
1

2p

ei ~kr2~p/4!!

Akr
S E

0

2p

F~a! f ~u←a!da D . ~14!

Introduction of theŜ scattering operator follows from the
decomposition of the incident field into ingoing and outgoing
waves. The far-field expression of the incident plane wave
f inc

(0)(a,u) of Eq. ~1! is

f inc
~0!5

1

A2p
F (

n52`

1`

ein~u2a!
ei ~kr2~p/4!!

Akr

1 (
n52`

1`

~21!nein~u2a!
e2 i ~kr2~p/4!!

Akr
G . ~15!

Introduction of the Fourier coefficientsFn defined by

Fn5^F~a!ue2 ina&5
1

2p E
0

2p

F~a!e2 inada, ~16!

with

F~a!5 (
n52`

1`

Fneina, ~17!

leads to the following expression of the angular spectrum
introduced in Eq.~13!:

F inc~u!5
1

A2p
F (

n52`

1`

Fneinu
ei ~kr2~p/4!!

Akr

1 (
n52`

1`

Fn~21!neinu
e2 i ~kr2~p/4!!

Akr
G , ~18!

and then to

F inc~u!5
1

A2p
FF~u!

ei ~kr2~p/4!!

Akr

1F~u2p!
e2 i ~kr2~p/4!!

Akr
G . ~19!

The total field,F inc1Fscat, is then

F tot~u!5
1

A2p
F~u2p!

e2 i ~kr2~p/4!!

Akr
1

1

A2p

3FF~u!1
1

A2p
E

0

2p

F~a! f ~u←a!daG
3

ei ~kr2~p/4!!

Akr
. ~20!

From this equation, the transition operatorT̂ acting on the
2p-periodicF function is defined as

T̂F~u!5
1

2iA2p
E

0

2p

f ~u←a!F~a!da, ~21!

and theŜ operator as

Ŝ5l12i T̂, ~22!

with l, the identity operator. The total field may then be writ-
ten as

F tot5
1

A2p
F~u2p!

e2 i ~kr2~p/4!!

Akr

1
1

A2p
ŜF~u!

ei ~kr2~p/4!!

Akr
. ~23!

The first part of the right-hand side in Eq.~23! represents
ingoing waves, while the second one represents outgoing
waves.

The Ŝ operator characterizes the scattering by theN cy-
lindrical shells; it is independent of the conditions of obser-
vation and of the incident wave features, except for the fre-
quency. For computation needs, theS-matrix elements in the
N cylindrical shell case are derived in the next section.

B. The S matrix

In order to characterize theS matrix in the frame of
modal theories, a projection of theŜ operator on the ortho-
normal basis of the 2p-periodic functions

Fp~a!5eipa, pPZ, ~24!
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must be done. Equation~25! gives theSpq elements of this
matrix

ŜFp~u!5 (
q52`

1`

Spqe
iqu. ~25!

Equations~22!, ~21!, ~11!, and~16! yield

ŜFp~u!5eipu12(
h51

N

(
n52`

1`

e2 ikdh cos~xh2u!~2 i !n

3^Cn
~h!ueipa&einu

5eipu12(
h51

N

(
n52`

1`

(
q52`

1`

Jq2n~kdh!

3e2 i ~q2n!xhi 2q^Cn
~h!ueipa&eiqu, ~26!

so that theS-matrix elements are

Spq5dpq

12(
h51

N

(
n52`

1`

^Cn
~h!ueipa& i 2qe2 i ~q2n!xhJq2n~kdh!,

~27!

and those of theT matrix are

Tpq5 (
h51

N

(
n52`

1`

^Cn
~h!ueipa& i 2q21e2 i ~q2n!xhJq2n~kdh!.

~28!

The scalar productŝCn
(h)ueipa&, already defined in Eq.~16!

with F in place ofCn
(h) , are solutions of the following linear

system, similar to system~8!:

^Cm
~h!ueipa&5Tmm

~h! F i 2m2pe2 i ~m2p!xhJm2p~kdh!

1(
l 51
lÞh

N

(
n52`

1`

Gnm
lh ^Cn

~ l !ueipa&G . ~29!

Verification of theS-matrix unitarity has been done to check
the validity of all the numerical results presented in the next
section. The actual considered size of theS matrix is deter-
mined from the value of that ordern1 at which the infinite
summation, forp50 in Eq. ~27!, can be truncated, the same
way as explained in Sec. II. TheS-matrix unitarity is then
obtained with a 1024 % precision for all cases under study.

As already stated in the Introduction, theT-matrix ele-
ments, given by Eq.~28!, are also necessary if one has to use
an effective medium theory such as the ones developed in
Refs. 5–7.

IV. NUMERICAL RESULTS

The results correspond to clusters composed of identical
air-filled aluminum shells in water. Aluminum is character-
ized by a densityr52790 kg/m3, a longitudinal velocitycl

56120 m/s, and a shear velocitycs53020 m/s. Theb/a ra-
tio, of the inner radius to the outer one, is equal to 0.9.

The form functionF` of a single shell is

F`5A 2

pka
f ~a1p←a!. ~30!

Its modulus is plotted in Fig. 2. The sharp variations in this
figure are due to resonances, i.e., circumferential waves that
circumnavigate the shell with such a phase velocity that an
integer number of wavelengths fits over its circumference.24

The exact frequency resonances are found from the observa-
tion of the resonance spectrum plotted in Fig. 3. It is a plot,
versuska, of the frequency derivativeds/dx of the curvilin-
ear abscissas of the form-function Argand diagram~para-
metric plot in frequency of the form-function real part versus
its imaginary part!20

ds

dx
5AS dF8̀

dx D 2

1S dF9̀

dx D 2

, ~31!

with x5ka, F 8̀ the real part ofF` , andF 9̀ its imaginary
part.

The low-frequency resonances in Fig. 3 are due to anA
wave, while the high-frequency ones are due to anS0

wave.16,17TheA wave is an external wave,16–18which means
that its energy is mostly carried in the fluid. This property
allows it to couple close shells more easily than the internal
S0 wave,12,13 so that each resonance in Fig. 3 will split into
new ones in the case of a cluster of close enough shells. This
split is shown in the next subsections.

A. Aligned shells

Kheddioui and Lethuillier12–15 have studied equally
spaced~finite! linear arrays of shells in the eclipse configu-
ration. In this configuration, all the centers of the shells are

FIG. 2. Modulus of the form function of one single shell in the backscatter-
ing geometryu5a1p.

FIG. 3. Resonance spectrum of a single shell. The low-frequency reso-
nances are due to theA wave, the high-frequency ones to theS0 wave. The
arrow points to that particular resonance that will be studied all along.
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aligned in the incidence direction, which means thatxh5a
for eachh. Let ba be the distance between the centers of
neighboring shells. For large values ofb, Kheddioui
showed12,13 that the sharp variations of the form function,
that are all due to interference phenomena between scatterers
and not to actual resonances, are not visible on ads/dx
versus x resonance spectrum. Lethuillier showed that for
small b values, i.e.,b,2.3, each resonance of a single shell
splits into N resonances, withN the number of cylinders.
This phenomenon occurs only for theA-wave resonances,
not for theS0-wave resonances. This is the reason why this
study focuses only on theA-wave resonances. The following
results show how the resonance that is pointed out by an
arrow in Fig. 3 does split. The same phenomena, however, do
occur for eachA-wave resonance.

Figures 4~a!–~c! show resonance spectra obtained for
three aligned shells, withb52.06 in the 3.6– 4.1-ka fre-
quency domain. Figure 4~a! corresponds toa50°, i.e., to the
eclipse configuration, as the centers of the shells are aligned
on thex axis of Fig. 1. The single-shell resonance, plotted
with a dashed line, is actually split into three different ones.
Figures 4~b! and ~c! correspond, respectively, to incidence
anglesa equal to 36° and 76°. It may be seen that each
resonance observed in the eclipse configuration@a50, Fig.
4~a!# may also be split into two close ones, depending on the
incidence direction. Each resonance of the single shell, then,
may split into 2N different ones and not toN only, contrary

to what Lethuillier had found after a study limited to the
eclipse configuration.

Figure 5 shows the evolution of the resonance spectrum
with the incidence angle, for the same spatial configuration
as in Figs. 4~a!–~c!. Lines are drawn, in the~incidence angle,
reduced frequencyka) plane, connecting those points for
which there is a maximum of the resonance spectrum of the
cluster. The three arrows point to the incidence angle values
corresponding to Figs. 4~a!–~c!. The stars represent the fre-
quency position of the single-shell resonance under study
(ka.3.9). Its split intoN (N53) well-separated resonances
(ka.3.7, ka.3.87,ka.4.04) is clearly exhibited for most
of the incidence angles, as well as the second split of each of
them that occurs only at a few angles.

Similar results have been found, whatever the numberN
of aligned shells: each single-shell resonance gives rise toN
well-separated ones, and each one of them may, in turn, be
split into two overlapping resonances, depending on the in-
cidence angle.

Figure 6 shows the evolution of the resonance spectrum
with b, at a fixed incidence angle~a518°!. The three well-
separated resonances at low-b values merge into the single-
shell resonance asb increases. The critical value ofb corre-
sponding to the achievement of the merging process depends
on the incidence angle; whatever the incidence angle value,
however, no split may be observed forb values greater than
7. This indicates that, at ka.3.9, the distance between adja-

FIG. 4. Comparison of the resonance spectrum of one single shell~dashed
line! and three aligned shells withb52.06 for different values of the inci-
dence anglea ~solid line!. ~a! a50°; ~b! a536°; ~c! a576°.

FIG. 5. Three aligned shells,b52.06. Evolution of the resonance spectrum
with the incidence angle and the reduced frequency. The stars describe the
evolution of the one single-shell resonance under study. The arrows point on
the incidence angle values corresponding to Figs. 4~a!–~c!.

FIG. 6. Three aligned shells, incidence anglea520°. Evolution of the reso-
nance spectrum withb and the reduced frequency.
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cent shells, when greater than 7a, is too large, compared to
the depth penetration in water of theA wave, for this wave to
couple the shells.

The question now is: does the relation found between
the number of shells and the number of resonances still hold
in the case of nonaligned shells? The next section answers it.

B. Nonaligned shells

In this section, we study clusters of shells such that their
centers are not aligned in the (x,y) plane, while their axes
are still all parallel to thez direction ~cf. Fig. 1!.

Let us consider first three shells in an isosceles right-
angled triangle arrangement, with a right-angle side 2.06a
long. The evolution of the resonance spectrum with the inci-
dence angle is not shown here, as it is quite similar to that of
the three aligned shells~Fig. 5!. This is not, however, a char-
acteristic of a cluster of three shells, as may be seen in Fig. 7,
which shows the evolution of the resonance spectrum when
the three shells are located at the apexes of an equilateral
triangle, with a side 2.06a long. a50° corresponds to an
incidence on an apex of the triangle, anda560° to an inci-
dence perpendicular to one side. Once again, stars indicate
the frequency position of the single-shell resonance under
study. This resonance is seen to split into four well-separated
ones. Contrary to the aligned configuration, none of these
well-separated resonances ever splits into two overlapping
ones.

The relation found in the previous section, between the
number of shells and the maximum number of resonances in
which each single-shell resonance may be split into, is then
no longer valid in the case of nonaligned shells.

The evolution of the resonances is studied now for a
cluster composed of four shells in a square arrangement, with
a square side equal to 2.06a. Figure 8 shows the evolution of
the resonance spectrum with the incidence angle.a50° cor-
responds to an incidence perpendicular to one side of the
square, anda545° to incidence on an apex. One can notice
three well-separated resonances. As in the case of three
aligned shells, each one of those three resonances may split,
at a few incidence angle values, into two close ones.

Does the introduction of a fifth scatterer at the center of
the square enhance the coupling between the shells, or stop

it? Figure 9 shows that none of that occurs. This figure cor-
responds to a small rigid cylinder in the center. All reso-
nances of the square are shifted to lower frequencies, in such
a way that the six of them are now well separated. Remem-
ber, the rigid shell is nonresonant. Its introduction has then
changed the resonance spectrum of the square only slightly,
as if an additional mass effect took place.

Contrary to the case of aligned shells, it is then not pos-
sible, at this point, to relate simply the number of shells to
the number of resonances that each resonance of the single
shell splits into. An attempt to find such a relation may be
done using Ref. 10’s assumption that the resonances lie in
distinct families associated with the irreducible representa-
tions of the symmetry group of the cluster. The authors of
Ref. 10 have shown, indeed, that there are four irreducible
representations for two~aligned! shells, four for three shells
in an equilateral triangle configuration, and six for four shells
in square. In all three cases, the number of irreducible rep-
resentations is actually equal to the number of resonances. It
is formally possible to decompose the form function of a
given cluster into a number of subsums equal to the number
of irreducible representations. The question is now: can each
subsum be associated with one~and only one! resonance?

In order to answer this question, Fig. 10~a! shows the
resonance spectrum of the square case ata521°. At this
incidence angle value, indeed, each one of the three well-
separated resonances splits into two close ones, as could be

FIG. 7. Three shells in an equilateral triangle configuration,b52.06. Evo-
lution of the resonance spectrum with the incidence angle and the reduced
frequency. The stars describe the evolution of the one single-shell resonance
under study.

FIG. 8. Four shells in a square configuration,b52.06. Evolution of the
resonance spectrum with the incidence angle and the reduced frequency. The
stars describe the evolution of the one single-shell resonance under study.

FIG. 9. Introduction of a small rigid cylinder at the center of the square
configuration of Fig. 8. Evolution of the resonance spectrum with the inci-
dence angle and the reduced frequency. The stars describe the evolution of
the one single-shell resonance under study.
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seen already in Fig. 8. Figure 10~b! shows the resonance
spectrum obtained from the first subsum that appears in the
decomposition of the form function@Eq. ~142! of Ref. 10 has
been used#. This spectrum is a plot of the frequency deriva-
tive ds/dx, as in Eq.~31!, with F` replaced by the first
subsum of its decomposition. Figure 10~b! shows that such a
decomposition of the form function does not allow isolation
of the resonances, as four resonances appear in this figure.
Moreover, the number of subsums may be different from the
number of resonances. For example, theN aligned shells
system is invariant under the same symmetry group as the
two-shell system, whatever the value ofN. The form func-
tion of theN aligned shells should then be decomposed into
the same number of subsums as the two-shell system, while
the number of resonances for aligned shells depends onN, as
shown in Sec. IV A. The case of nonaligned shells is then
much more complex than the case of aligned ones. We could
find no simple way to predict the number of resonances each
one of the single shell will split into when placingN close
shells in a given spatial configuration.

V. CONCLUSIONS

This study was on the scattering of an incident plane
wave in a fluid byN cylindrical shells, in the case of normal
incidence~the axes of the shells are perpendicular to the
incidence direction!. The S matrix of theN-shell cluster has
been defined, and its unitarity property verified in order to
check the validity of the numerical results. The resonance
spectrum of one single shell has been compared with that of
different types of clusters. The study was done in the low-
frequency domain, so that all resonances of the single shell
were due to the externalA wave, which can couple close

enough adjacent shells. Coupling between shells induces the
split of eachA-wave resonance of the single shell intoM
other ones.

Considering different spatial configurations of clusters, a
simple relation betweenN, the number of symmetries of the
cluster, and the value ofM, has been sought.

When all N shells are aligned, each resonance of the
single shell splits intoM52N resonances, corresponding to
N well-separated peaks on the resonance spectrum, with each
peak composed of two very close~possibly overlapping!
resonances.

Nonaligned configurations of the shells are much more
complex, and we could not find any simple law to predict the
value ofM, except for both the equilateral triangle configu-
ration (M54) and the square one (M56). In those configu-
rations, indeed,M is equal to the number of irreducible rep-
resentations of the symmetry group of the cluster, as it had
been suggested by Decaniniet al.10

The time needed for the computation of the resonance
spectrum of a given cluster increases withN2 at a givenb
value, and with 1/(b22)2 at fixedN. For very close shells,
this time may be prohibitive, even for not so large values of
N. Typically, on a Pentium III, 850-MHz computer, theFOR-

TRAN program that plots the resonance spectrum at a fixed
incidence angle and forka running from 1 to 7~step 1023)
takes about 220 min for 6 aligned shells withb52.02, but
the computation time may be reduced using a recursive
T-matrix algorithm such as that presented by Wang.25 The
study of ultrasound propagation in dense media, therefore,
needs the use of effective theories, with one scatterer equal
to anN-scatterer cluster. Anisotropy may be introduced that
way by considering identical clusters. Understanding of the
frequency evolution of the effective medium properties
should be easier from the knowledge of each cluster resonant
behavior.
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The acoustic center of a reciprocal transducer is defined as the point from which spherical waves
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I. INTRODUCTION

Any finite source of sound generates a sound pressure
that, in any direction, sufficiently far away under free-field
conditions varies in inverse proportion to the distance from
the source.1 Very far away the exact position from which this
inverse distance law applies is obviously not very important,
but closer to the source the position of this ‘‘acoustic center’’
may be of some concern.

The concept of acoustic center is frequently referred to
in the literature. It is defined in Refs. 2 and 3 as the position
of the point from which spherical wavefronts appear to di-
verge, and in Refs. 4 and 5 as the position from which the
sound pressure varies inversely as the distance. Knowledge
of the acoustic center is of concern whenever a well-defined
distance to a source is needed, for example, in testing
anechoic rooms by measuring deviations from the inverse
distance law.6,7 It can also be important to know the acoustic
center of a transducer that is used primarily as a receiver.
Most measurement microphones are used under free-field
conditions, and free-field reciprocity calibration is the most
accurate method of determining the free-field sensitivity of
microphones. This method involves measuring the transfer
function between pairs of microphones.3,8,9 The ‘‘acoustic
distance’’ between the transmitter and receiver microphone
must be known, and since the two transducers cannot be far
from each other because of the extremely poor signal-to-
noise ratio of the measurement, their acoustic centers must
be known with great accuracy. The acoustic center of a re-
ciprocal transducer does not depend on whether it is used as
receiver or transmitter.10–12

In general the acoustic center of a source varies with the
frequency, with the direction of the observer, and with the
distance from the source,2 as demonstrated theoretically in
Refs. 13 and 14. However, Rasmussen showed that the de-

pendence of the distance can be ignored in reciprocity cali-
bration of microphones.14

Most results presented in the literature have been deter-
mined from deviations between the amplitude~or rms value!
of the sound pressure and the inverse distance law. Cox mea-
sured the acoustic centers of various transducers using a dis-
mantled lathe bed for positioning the scanning microphone
and a 10-turn potentiometer for compensating for the 1/r
dependence.13 Rasmussen measured the acoustic centers of
microphones of type LS1~laboratory standard ‘‘1 in.’’! with
and without protection grid.14 The results, which were found
to agree reasonably well with approximate theoretical con-
siderations, are the basis of the values given in the IEC stan-
dard from 197415 and the slightly modified values given in
the newer one.3 Rasmussen’s data were deduced from the
decay of the sound pressure generated by a microphone with
the distance, measured with a probe microphone and re-
corded with a level recorder. In a paper primarily concerned
with measuring the air attenuation Hruska and Koidan de-
scribed a procedure based on fitting a second-order polyno-
mial in the distance between two transducers to an expres-
sion based on the distance and the magnitude of the transfer
function between them.16 More recently Rasmussen and San-
dermann Olsen summarized the results of a comparison of
acoustic center values among several European lab-
oratories.17 Juhl has determined the acoustic centers of mi-
crophones of types LS1 and LS2~laboratory standard ‘‘0.5
in.’’ ! by calculating the sound pressure amplitude at posi-
tions on the microphone axes using the boundary value
method and assuming a parabolic movement of the
diaphragms.18 And finally Wagner and Nedzelnitsky have de-
termined the acoustic center of microphones of type LS2
using measured values of the magnitude of the transfer func-
tion between two microphones.19

A few examples of methods of determining the acoustic
center from phase measurements have been found in the lit-
erature. Ando determined the acoustic center of a ‘‘pipe
horn’’ loudspeaker from measurements of the phase shift be-
tween two positions.20 Rasmussen also attempted to deter-
mine spherical wavefronts and thus acoustic centers from
phase measurements.14 However, this method was found to
fail completely because of imperfections of the anechoic
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Sound and Vibration, Stockholm, Sweden, July 2003.
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room—although the anechoic room used in these measure-
ments is a very good one.4 Trott proposed a definition of the
acoustic center based on phase considerations and presented
some theoretical and numerical results,21 and Vorländer and
Bietz described a method of determining the acoustic center
from the group delay of the complex sensitivity of a micro-
phone and presented some experimental results.22

The purpose of this paper is to examine and discuss the
concept of acoustic center and to present some experimental
results for condenser microphones.

II. THE CONCEPT OF ACOUSTIC CENTER

Both definitions of the acoustic center, ‘‘the position
from which outgoing wavefronts appear to diverge in the far
field’’ 2,3 and ‘‘the position from which the sound pressure
varies inversely as distance,’’4,5 seem to imply the existence
of an equivalent point source. The idea of replacing a real,
extended source by an equivalent point source seems to be
straightforward, and this apparent simplicity perhaps ex-
plains why most authors have taken the concept for granted.
In fact the only fundamental considerations found in the lit-
erature are the Cox and Rasmussen theoretical analyses13,14

and Trott’s ‘‘redefinition.’’21

For simplicity, the following discussion is restricted to
axisymmetric sources observed from positions on the axis. In
this case the acoustic center must be somewhere on the axis.
Let r indicate the physical distance from the observation
point to a point on the real source, and letx indicate the
position of the acoustic center. Several approaches are now
possible.

~i! If an analytical expression of the sound field gener-
ated by the source is available then one can adjust the pa-
rameterx in the expression of the amplitude of the sound
pressure generated by the equivalent source,

upeq~r !u5
rckQeq

4p~r 2x!
, ~1!

to the amplitude of the pressure generated by the source un-
der investigationp(r ) until the two expressions agree.~Here
k is the wave number,rc is the characteristic impedance of
air, andQeq is the volume velocity of the equivalent source,
determined from far field considerations in the direction of
concern.! The result is in general a function ofk and r,

x~k,r !5r 2
rckQeq

4pup~r !u
. ~2!

Cox and Rasmussen used this method in the theoretical part
of their studies.13,14

~ii ! One can plot the reciprocal sound pressure ampli-
tude as a function ofr, fit a straight line over the region of
concern, and determine its intersection with ther axis, as
specified in Ref. 23. This corresponds to the following ex-
pression for the position of the acoustic center,

x~k,r !5r 2
1

up~r !uY ]~1/up~r !u!
]r

5r 1up~r !uY ]up~r !u
]r

, ~3!

where the rate of change in practice~where no analytical
expression is available! must be estimated over a suitable
interval. This method was used by Cox and Rasmussen in
their experimental work,13,14 and by Juhl in his numerical
study.18 Similar methods based on measured transfer func-
tions between pairs of microphones have been used in the
work reported in Refs. 17, 19, and 24.

~iii ! One can estimate the position of the acoustic center
from the phase response corrected for the phase shift associ-
ated with the distance to the observation point.21 This corre-
sponds to equating the phase of the sound pressure generated
by the equivalent point source with the phase of the sound
pressure generated by the source under investigation. Evi-
dently, a phase reference, for example, the velocity at some
position on the sourceU, is needed. The result is the expres-
sion

x~k,r !5
1

k
ArctanS Im$~p~r !ejkr / jUej vt!%

Re$~p~r !ejkr / jUej vt!%
D . ~4!

Note that theej vt sign convention is used in this paper.
~iv! Alternatively, one can use the corresponding group

delay multiplied by the speed of sound,22

x~k,r !5
]

]k S ArctanS Im$~p~r !ejkr / jUej vt!%

Re$~p~r !ejkr / jUej vt!%
D D . ~5!

~v! One can estimate the position of the center from the
curvature of wavefronts determined from phase meas-
urements.14,20

A. Some simple examples

A few examples will be presented to demonstrate how
the methods work. The first source to be studied is a pulsat-
ing sphere. The sound pressure a distancer from the center
of a pulsating sphere with radiusa and vibrational velocityU
is1

p~r !5
j rcka2U

r ~11 jka!
ej ~vt2k~r 2a!!

5
j rcka2U

rA11~ka!2
ej ~vt2k~r 2a!2Arctan~ka!!. ~6!

It is apparent that the volume velocity of the equivalent
monopole that gives the same sound pressure in the far field
is

Qeq5
4pa2U

A11~ka!2
. ~7!

The two definitions based on amplitude considerations@Eqs.
~2! and ~3!# give x(k,r )50. In other words, amplitude con-
siderations place the acoustic center of a pulsating sphere in
the center of the sphere. By contrast, the two definitions
based on phase considerations give
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x~k,r !5a2
1

k
Arctanka ~8!

and

x~k,r !5
]

]k
~ka2Arctanka!5a2

a

11~ka!2
, ~9!

respectively.@Equation~8! agrees with Trott’s results.21# As
Fig. 1 shows, the two methods based on phase considerations
place the acoustic center of a pulsating sphere in the center
of the sphere at low frequencies, but aska increases it moves
towards the surface. This makes sense since this is the point
where the phase reference is taken. Note that none of the
acoustic centers of the pulsating sphere depends on the dis-
tancer.

The second example is a baffled circular piston. The
sound pressure generated by a vibrating piston with radiusa
and vibrational velocityU at a position on the axis a distance
r from the piston is1

p~r !5rcUej vt~e2 jkr2e2 jkAr 21a2
!

52 j rcU sin~kD!ej ~vt2k~r 1D!!, ~10!

where

D5 1
2~Ar 21a22r !. ~11!

Inserting into Eq.~2! using a volume velocity of

Qeq52Upa2 ~12!

gives

x~k,r !5r 2
ka2

4 sin~kD!
. ~13!

The second amplitude-based method, Eq.~3!, gives a differ-
ent expression,

x~k,r !5r 2
tan~kD!

kD
Ar 21a2. ~14!

The phase approach based on Eq.~4! gives yet another ex-
pression,

x~k,r !52D52
1

2
~Ar 21a22r !.2

a2

4r
, ~15!

and since the phase of Eq.~10! is a linear function of the
frequency the group delay method, Eq.~5!, gives the same
value in this case.

As can be seen from Fig. 2, the acoustic center given by
Eq. ~13! is negative~although it can be positive when the
normalized frequencyka is very high!, its numerical value
increases with the frequency~although very weakly ifka
,1), and it is essentially inversely proportional tor. ~The
last mentioned property disagrees with results presented in
Rasmussen’s report.14! Equation~14! gives values with the
same tendency but approximately twice as large. Equation
~15! agrees fairly well with Eq.~13! only whenka,1. Ac-
cording to all the methods the acoustic center of a baffled
circular piston is placed behind the piston. Unfortunately the
position of the center depends not only on the frequency but
also on the distance, unlike the acoustic center of a pulsating
sphere.

FIG. 1. The acoustic center of a pulsating sphere of radiusa calculated
using the phase delay@Eq. ~8!# ~–•–! and the group delay@Eq. ~9!# ~—!.

FIG. 2. The acoustic center of a circular piston in a baffle of radiusa seen
from a distance of~a! five radii and~b! 10 radii. —, First amplitude-based
method@Eq. ~13!#; ––, second amplitude-based method@Eq. ~14!#; s, both
phase-based methods@Eq. ~15!#.
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The third example is that of a point source on a rigid
sphere. The sound pressure generated by a monopole with a
volume velocity ofQ placed on a rigid sphere with radiusa
is25

p~r !52
j rcQej vt

4pa2 (
m50

`
~2m11!2hm

~2!~kr !

mhm21
~2! ~ka!2~m11!hm11

~2! ~ka!
,

~16!

at a position in front of the monopole a distancer from the
center of the sphere. In this expressionhm

(2)(x) is the spheri-

cal Hankel function of the second kind and orderm. The
equivalent monopole can be shown to have a volume veloc-
ity of

Qeq52
Q

~ka!2 (
m50

`
~2m11!2 j m11

mhm21
~2! ~ka!2~m11!hm11

~2! ~ka!
.

~17!

~This expression approachesQ asymptotically at low fre-
quencies.! Inserting into Eq.~2! gives

x~k,r !5r 2
1

k

U(m50
` ~2m11!2 j m11

mhm21
~2! ~ka!2~m11!hm11

~2! ~ka!
U

U(m50
`

~2m11!2hm
~2!~kr !

mhm21
~2! ~ka!2~m11!hm11

~2! ~ka!
U . ~18!

Equation~18! agrees with equations derived by Cox and Rasmussen.13,14 The amplitude method based on Eq.~3! gives a
somewhat more complicated expression,

x~k,r !5r 12

(m50
` (n50

`
~2m11!2hm

~2!~kr !~2n11!2hn
~1!~kr !

~mhm21
~2! ~ka!2~m11!hm11

~2! ~ka!!~nhn21
~1! ~ka!2~n11!hn11

~1! ~ka!!

(m50
` (n50

`
~2m11!2~2n11!2~hm

~2!~kr !]hn
~1!~kr !/]r 1hn

~1!~kr !]hm
~2!~kr !/]r !

~mhm21
~2! ~ka!2~m11!hm11

~2! ~ka!!~nhn21
~1! ~ka!2~n11!hn11

~1! ~ka!!

, ~19!

in which hm
(1)(x) is the spherical Hankel function of the first kind and orderm, and

]hm~kr !

]r
5

k

2m11
~mhm21~kr !2~m11!hm11~kr !! ~20!

for Hankel functions of either kind.26 Finally the method based on the phase delay gives

x~k,r !5
1

k
ArctanS ImH (m50

`
~2m11!2hm

~2!~kr !ejkr

mhm21
~2! ~ka!2~m11!hm11

~2! ~ka!
J

ReH (m50
`

~2m11!2hm
~2!~kr !ejkr

mhm21
~2! ~ka!2~m11!hm11

~2! ~ka!
J D . ~21!

Figure 3 shows the acoustic center of the point source on
the sphere calculated using Eqs.~18!, ~19!, and ~21!. It is
apparent that the acoustic center based on amplitude consid-
erations is placed in front of the physical source at low fre-
quencies and moves towards the source as the frequency is
increased. In fact, Eq.~18! approaches 1.5 times the radius of
the sphere aska goes to zero andkr goes to infinity.13,14 By
contrast, the phase-based acoustic center is placed behind the
entire sphere at low frequencies.

B. Discussion

In practice it may be difficult to determine the volume
velocity of the equivalent source, so the first method, which
at first glance seems quite reasonable, may be difficult to use
in experimental or numerical work. More importantly, it is
not completely obvious how the resulting acoustic center
should be interpreted, although it is clear that it reflects de-

viations from the inverse distance law of a point source ad-
justed to give the same far field. The second method, which
does not require any knowledge of the source and gives the
point from which the inverse distance law appears to apply
seen from a certain distance, would seem to be more useful,
and this is clearly the relevant method for free-field reciproc-
ity calibration of microphones and for testing anechoic
rooms. The method based on the phase delay may well be
useful for other applications. It may, for example, be useful
to know the position of the phase-related acoustic centers of
loudspeaker units. On the other hand it is not clear from Ref.
22 why the group delay, which is a quantity associated with
the speed with which the energy of a wave packet travels in
a dispersive medium,27,28 should be relevant. The method
based on the curvature of wavefronts is unlikely to be reli-
able in practice because of imperfections of the anechoic
room.
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One might have hoped that the various methods would
lead to the same result, but that seems to be the caseonly if
the source is a point monopole~in free space or on a rigid
baffle!. The analysis of a few simple cases has demonstrated
that the concept of an acoustic center is more complicated
than one might have expected.

It is apparent that the acoustic center of a source of
sound can be placed behind the physical vibrating surface or
in front of it. That amplitude considerations lead to the
acoustic center of a baffled piston being placed behind the
piston can be explained by the fact that the sound pressure
assumes a finite value in front of the piston unless the piston
is infinitely small~a point source!. In the latter case the cen-
ter coincides with the position of the source. However, if the
baffle is ‘‘folded back to form a sphere’’14 the center moves
forward at low frequencies, presumably because of interfer-
ence between the direct wave and the one that has traveled
around the sphere. Another explanation is that the sound
pressure in all the outgoing waves@the terms of Eq.~16!#
except that of zero order decays faster than 1/r near the
sphere. Such considerations lead Rasmussen to conclude that
the acoustic center of a condenser microphone could be ex-
pected to be placed at a position about half the radius in front
of the diaphragm at low frequencies, and closer to the dia-
phragm or even behind it at high frequencies.14

III. EXPERIMENTAL RESULTS

To supplement the theoretical examples some experi-
ments have been carried out. The electrical transfer functions

between three pairs of condenser microphones of type LS1
have been measured at four different distances~from 200 to
500 mm! in a small anechoic room, using a special time-
selective technique for removing the influence of cross-talk,
reflections from the walls, and standing waves between the
microphones.24,29The acoustic centers were determined from
the rate of change of the amplitude of these functions~cor-
rected for the absorption of air!, using the procedure based
on Eq. ~3!. Figure 4 shows the results, which are in good
agreement with values given in the IEC standard3 up to about
18 kHz. For comparison the results of determining the acous-
tic center from phase measurements are also shown. In this
case the physical distance between the two microphone dia-
phragms has been used in calculating the free-field sensitivi-
ties from measured transfer functions. The resulting complex
free-field sensitivities have been corrected for the phase of
the pressure sensitivities and finally processed as indicated
by Eqs.~4! and~5!. ~The phase of the pressure sensitivity is
related to the internal mechanism of the microphone and has
nothing to do with the phase resulting from the geometry and
the vibrational pattern of the diaphragm.! The spikes in the
curve determined from the group delays are due to the dif-
ferentiation. It is apparent that neither the results deduced
from the phase delay nor the corresponding values deter-
mined from the group delay are in agreement with the acous-
tic center determined from amplitude measurements. How-
ever, it is clear from the analysis above that no such
agreement could be expected.

Using the physical distance between the microphones in
determining their free-field sensitivities from measured
transfer functions has the effect of making the sensitivities
slightly dependent on the distance. When the distance be-
tween the amplitude-based acoustic centers is used in the
calculations the resulting free-field sensitivities become es-
sentially independent of the distance, and it is obviously
these centers that should be used. The amplitude-based
acoustic centers do not depend appreciably on the distance

FIG. 3. The acoustic center of a point source on a rigid sphere of radiusa
seen from a distance of~a! five radii and~b! 10 radii. –•–, First amplitude-
based method@Eq. ~18!#; —, second amplitude-based method@Eq. ~19!#;
––, phase delay method@Eq. ~21!#.

FIG. 4. Acoustic centers of microphones of type LS1 determined from the
rate of change of the modulus of the transfer function~–•–!, and determined
from the free-field phase response using the phase delay~—! and using the
group delay~––!. The free-field phase response has been corrected for the
phase of the pressure sensitivity.
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unless the microphones are much closer to each other than
the minimum distance used in these measurements.

IV. CONCLUSIONS

The idea of replacing a real, extended source by an
equivalent point source from which outgoing wavefronts ap-
pear to diverge isdeceptively simple, and various procedures
for determining the position of such a source give in general
different results. The most useful approach, in reciprocity
calibration of transducers as well as in testing the quality of
anechoic rooms, would seem to be the one that gives the
position from which the inverse distance law applies, as seen
from positions in the region of concern.

1A. D. Pierce,Acoustics. An Introduction to Its Physical Principles and
Applications~The American Heritage of Physics, New York, 1989!. See
Secs. 4.1, 4.5, and 5.7.

2C. L. Morfey, Dictionary of Acoustics~Academic, San Diego, 2001!.
3IEC International Standard 61094-3, ‘‘Measurement microphones, Part 3:
Primary methods for free-field calibration of laboratory standard micro-
phones by the reciprocity technique,’’ 1995.

4IEC International Standard 50~801!, ‘‘International electrotechnical vo-
cabulary,’’ 1994.

5American National Standard ANSI S1.1, ‘‘Acoustical Terminology,’’
1994.

6F. Ingerslev, O. J. Pedersen, and P. K. Møller, ‘‘New rooms for acoustic
measurements at the Danish Technical University,’’ Acustica19, 185–199
~1967/68!.

7K. A. Cunefare, V. B. Biesel, J. Tran, R. Rye, A. Graf, M. Holdhusen, and
A.-M. Albanese, ‘‘Anechoic chamber qualification: Traverse method, in-
verse square law analysis method, and nature of test signal,’’ J. Acoust.
Soc. Am.113, 881–892~2003!.

8W. R. MacLean, ‘‘Absolute measurement of sound without a primary
standard,’’ J. Acoust. Soc. Am.12, 140–146~1940!.

9W. Wathen-Dunn, ‘‘On the reciprocity free-field calibration of micro-
phones,’’ J. Acoust. Soc. Am.21, 542–546~1949!.

10L. L. Foldy and H. Primakoff, ‘‘A general theory of passive linear elec-
troacoustic transducers and the electroacoustic reciprocity theorem. I,’’ J.
Acoust. Soc. Am.17, 109–120~1945!.

11H. Primakoff and L. L. Foldy, ‘‘A general theory of passive linear elec-

troacoustic transducers and the electroacoustic reciprocity theorem. II,’’ J.
Acoust. Soc. Am.19, 50–58~1947!.

12F. M. Wiener, ‘‘On the relation between the sound fields radiated and
diffracted by plane obstacles,’’ J. Acoust. Soc. Am.23, 697–700~1951!.

13J. R. Cox, Jr., ‘‘Physical limitations on free-field microphone calibration,’’
Massachusetts Institute of Technology, Ph.D. thesis, 1954.

14K. Rasmussen, Acoustic centre of condenser microphones, The Acoustics
Laboratory, Technical University of Denmark, Report No. 5, 1973.

15IEC Publication 486, ‘‘Precision method for free-field calibration of one-
inch condenser microphones by the reciprocity technique,’’ 1974.

16G. R. Hruska and W. Koidan, ‘‘Free-field method for sound-attenuation
measurement,’’ J. Acoust. Soc. Am.58, 507–509~1975!.

17K. Rasmussen and E. Sandermann Olsen, ‘‘Intercomparison on free-field
calibration of microphones,’’ The Acoustics Laboratory, Technical Univer-
sity of Denmark, Report PL-07, 1993.

18P. M. Juhl, ‘‘A numerical investigation of standard condenser micro-
phones,’’ J. Sound Vib.177, 433–446~1994!.

19R. P. Wagner and V. Nedzelnitsky, ‘‘Determination of acoustic center cor-
rection values for type LS2aP microphones at normal incidence,’’ J.
Acoust. Soc. Am.104, 192–203~1998!.

20Y. Ando, ‘‘Experimental study of the pressure directivity and the acoustic
centre of the ‘circular pipe horn loud speaker,’ ’’ Acustica20, 366–369
~1968!.

21W. James Trott, ‘‘Effective acoustic center redefined,’’ J. Acoust. Soc. Am.
62, 468–469~1977!.

22M. Vorländer and H. Bietz, ‘‘Novel broad-band reciprocity technique for
simultaneous free-field and diffuse-field microphone calibration,’’ Acus-
tica 80, 365–377~1994!.

23American National Standard ANSI S1.10-1966, ‘‘Method for calibration
of microphones,’’ 1966.

24S. Barrera Figueroa, New methods for transducer calibration: Free-field
reciprocity calibration of condenser microphones, Acoustic Technology,
Ørsted•DTU, Technical University of Denmark, Ph.D. thesis, 2003.

25P. M. Morse and K. U. Ingard,Theoretical Acoustics~McGraw-Hill, New
York, 1968/1984!. See Sec. 7.2.

26Handbook of Mathematical Functions, edited by M. Abramowitz and I. A.
Stegun~National Bureau of Standards, Washington, DC, 1965!.

27A. Papoulis,Signal Analysis~McGraw-Hill, New York, 1977!. See Sec.
4-2.

28J. L. Leander, ‘‘On the relation between the wavefront speed and the
group velocity concept,’’ J. Acoust. Soc. Am.100, 3503–3507~1996!.

29S. Barrera-Figueroa, K. Rasmussen, and F. Jacobsen, ‘‘A time selective
technique for free-field reciprocity calibration of condenser microphones,’’
J. Acoust. Soc. Am.114, 1467–1476~2003!.

1473J. Acoust. Soc. Am., Vol. 115, No. 4, April 2004 Jacobsen et al.: The acoustic center



Computing fluid-coupled resonance frequencies, mode shapes,
and damping loss factors using the singular value
decomposition

John B. Fahnlinea)

The Applied Research Laboratory, Applied Science Building, University Park, Pennsylvania 16802

~Received 13 September 2002; revised 2 January 2004; accepted 13 January 2004!

In many acoustic design problems, it would be useful to be able to compute fluid-coupled resonance
frequencies, mode shapes, and their associated damping levels. Unfortunately, conventional
eigenvalue solution procedures are either computationally inefficient, unreliable, or have limited
applicability. Sophisticated methods for identifying modal parameters using the singular value
decomposition have recently emerged in the area of experimental modal analysis, where the
available data typically consists of velocity-to-force transfer functions for several drive point
locations. In this paper, we show that these techniques can be applied to numerically generated
frequency domain data and are even more effective because full matrices of transfer function data
are available. This typically allows the modes to be completely separated from each other, such that
the modal parameters can be identified using analytical formulas. Several benchmark example
problems are solved numerically, including a rectangular cantilever plate, a baffled circular plate,
and a baffled circular plate covered by an open-ended rigid-walled pipe. ©2004 Acoustical
Society of America.@DOI: 10.1121/1.1652034#

PACS numbers: 43.20.Rz, 43.20.Tb, 43.30.Jx, 43.30.Rj@EGW# Pages: 1474–1482

I. INTRODUCTION

For real eigenvalue extraction problems in structural dy-
namics, the symmetric input matrix is divided into two parts:
one with constant coefficients and the other with a simple
squared dependence on angular frequency. Shifted block
Lanczos algorithms1 for determining the resulting resonance
frequencies and real mode shapes for these types of problems
are very efficient and reliable, especially when applied to
sparse matrices. For more general eigenvalue problems, the
input matrices can be complex-valued and unsymmetrical
with arbitrary frequency dependence. Numerical methods for
solving problems of this type are typically much slower and
less reliable. Discussions of the algorithms can be found in
the MSC/NASTRAN User’s Guide1 and in papers by Giordano
and Koopmann,2 Cunefare and De Rosa,3 Schram and
Pilkey,4 and Zhang and Raveendra.5

In this paper, we will suggest an alternative method for
numerically solving general eigenvalue problems using the
singular value decomposition. Although the algorithm was
specifically intended for determining modal parameters of
structural-acoustic systems derived from coupled finite
element/boundary element analyses, it should be applicable
to any problem with a similar frequency domain formulation.
We will only give a brief description of the derivation of the
input matrices for structural-acoustic systems because nu-
merous articles on the subject have been previously pub-
lished. Instead, we will focus on the algorithm for numeri-
cally determining the modal parameters using the singular
value decomposition. Although similar algorithms have been
previously applied to problems in experimental modal analy-
sis, their application to purely numerical computations is

somewhat different and unique and represents a significant
advance in both efficiency and reliability in comparison to
the current state of the art.

II. FLUID-COUPLING FORMULATION

To begin the analysis, we will briefly document our
coupled finite element/boundary element formulation for
structural-acoustic problems. The analysis follows that of
Lax,6 Wilton,7 and Schenk and Benthien.8,9 Similar analyses
have also been performed by Lualagnet and Guyader,10 and
Berot and Peseux,11 among others, although they have gen-
erally restricted themselves to problems with analytical solu-
tions for the acoustic pressure fields. We will briefly list
some of the steps in the derivation of the coupled equations
of motion mainly as a means of establishing notation and
emphasizing differences.

The basic idea of the formulation is to usein vacuo
modes from a finite element analysis as basis functions for
fluid-coupling computations. The analysis begins by assum-
ing the displacement can be written in terms of the firstN
modes of the uncoupled problem as

d5Fa, F5$f1 ,f2 ,...,fN%, ~1!

where the modes are mass normalized and are solutions of
the basic eigenvector equation

~K2vm
2 M !fm50. ~2!

The real-valued matricesK andM are the structural stiffness
and mass matrices, respectively. Because bothK andM are
typically symmetric and sparse, shifted block Lanczos algo-
rithms can be used to calculate thein vacuomode shapes and
resonance frequencies very efficiently. When fluid couplinga!Electronic mail: jbf@wt.arl.psu.edu
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is added to the problem, the structural displacements satisfy

@K2v2M1A~v!#d5f, ~3!

where A relates the generalized forces due to the acoustic
pressure field to the nodal displacements and is generated in
our formulation using a boundary element analysis. The ma-
trix A is complex-valued, unsymmetrical, and dense, which
contrasts with the real-valued, symmetric, sparse, structural
stiffness and mass matrices. In our computations, the matrix
A is forced to be symmetric by averaging it with its trans-
pose. Otherwise, the input matrices violate modal reciprocity,
resulting in various inconsistencies, including negative loss
factors and/or different loss factors for degenerate mode
pairs. Substituting for the displacement vector in terms of the
in vacuomodes and premultiplying byFT yields

@FT~K2v2M !F1FTA~v!F#a5FTf. ~4!

Because thein vacuomodes are orthogonal and have been
assumed to be mass normalized, theFT (K2v2M )F term
reduces to a diagonal matrixV, which, after including pro-
portional modal damping, has terms of the formvm

2 2v2

2 ihmvm
2 , wherevm

2 and hm are the eigenvalue and struc-
tural damping loss factor for modem, respectively. The nega-
tive sign for the loss factor is a consequence of assuming our
time dependence in the forme2 ivt. If experimental data for
the structural loss factors is available, it can be included
using the modal loss factors. Otherwise, damping can be
included using the imaginary component of the stiffness ma-
trix in modal space from the finite element analysis.12 We
have written a DMAP ALTER for a modal frequency re-
sponse analysis inNASTRAN such that both thein vacuo
modes and the modal stiffness matrix are output from a
single analysis.

Without modal coupling through the pressure field, the
resulting matrix system can be solved trivially because the
coefficient matrix is diagonal. After fluid coupling is added, a
full, complex system of equations has to be solved at each
analysis frequency to determine the modal amplitudes. How-
ever, since a comparatively small number of modes are typi-
cally used as basis functions, the matrix solution times no
longer dominate the overall solution times. Knowing the so-
lution for a, the displacement amplitude can be determined
from Eq. ~1!. The commercial finite element programMSC/

NASTRAN uses a similar formulation to compute displace-
ment for structures with material-dependent loss factors.12

We will not go into the details of computing the acoustic
coupling matrices except to list some of the unique charac-
teristics of our formulation. First, the acoustic equations are
written in terms of the elemental variables volume velocity
and average pressure. This forces the solution to converge as
a function of acoustic element mesh density.13 Second, so-
called ‘‘tripole sources’’ are used to eliminate nonuniqueness
difficulties, following the ideas of Hwang and Chang.14 Also,
thin plate-like elements that deform only in bending are rep-
resented using dipole sources in the same manner as in the
papers by Martinez15 and Wu.16 Fourth, great care has been
taken to ensure that the singular fields are integrated cor-
rectly over the boundary surface. To do this, we make exten-
sive use of the semianalytical integration scheme originally

described by Engblom and Nelson17 and developed further
by a number of researchers.18–20Fifth, for frequencies below
coincidence, we construct acoustic element meshes by
grouping structural elements together into larger acoustic el-
ements. This allows us to adjust the structural and acoustic
meshes to properly resolve both types of waves without an
overly refined acoustic mesh. The idea of using different
structural and acoustic meshes has been developed indepen-
dently by several researchers,21–23over the past few years. In
our formulation, the acoustic elements are constructed by
simply grouping three-noded triangular and four-noded
quadrilateral structural elements together into larger acoustic
elements, providing a simple and elegant method for super-
imposing the two meshes. As input, the user supplies a table
listing the acoustic element numbers for each of the struc-
tural elements.

Even after reducing the number of acoustic elements,
denoted as NA, most of the computation time is spent in
generating the acoustic coupling matrix,FTA(v)F in Eq.
~4!. In calculatingA, two square matrices of size NA3NA
are generated, one of the matrices is inverted and multiplied
by the other. The time required to generate the matrices is
proportional to the number of structural elements NS
squared, while the times required to invert the matrix and
perform the subsequent multiplication are proportional to
NA.3 Pre- and post-multiplying by the basis function matrix
then yieldsFTA(v)F, the computation time for which is
proportional to the number of basis functions NM multiplied
by NA.2 Fortunately, the resulting matrix is a slowly varying
function of frequency and can be interpolated from matrices
calculated at sparse intervals over the frequency band of
interest.24 The idea of interpolating frequency-dependent ma-
trices as a means of accelerating boundary element calcula-
tions was originally proposed by Schenk and Benthien9 and
their ideas were further developed by Zhang and Raveendra.5

However, they were concerned with interpolating the input
matrices, the computational expense for which is propor-
tional to the square of the matrix size. It is much more effi-
cient to interpolate the output matrix in modal space because
the costly matrix inversion and multiplications are avoided
and the data storage requirements are reduced immensely.

Using an interpolation scheme that provides an estimate
of its accuracy allows the process of generating the matrices
to be automated, with the user specifying only an overall
desired accuracy level. It is then possible to automatically
refine the frequency spacing in regions where the matrices
vary more rapidly, as they do near acoustic resonances.
Through trial and error it was found that fourth-order poly-
nomial interpolation provides a good compromise between
accuracy and speed. Higher-order polynomials tend to be
slow and to have difficulties mapping resonance peaks. They
also require more data to be read into the program at any one
time, thus making the programs more memory intensive. It
would also be possible to use rational polynomials to per-
form the interpolation, but for the functions of interest, nu-
merical experiments have shown that more points are re-
quired for the same accuracy level.
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III. COMPUTING MODAL PARAMETERS

In the modal formulation for fluid coupling, a full sys-
tem of equations with complex coefficients and arbitrary fre-
quency dependence is solved at a series of discrete frequen-
cies to determine a forced response displacement vector. In
this paper, we suggest that it is easiest to compute the asso-
ciated modal parameters using techniques borrowed from ex-
perimental modal analyses because the numerical calcula-
tions produce similar data. This represents a departure from
the standard numerical formulations where computationally
expensive complex eigenvalue solution routines or unreliable
determinant search routines are commonly used. Of the vari-
ous methods for computing modal parameters from experi-
mental data, the complex mode indicator function~CMIF!,
as discussed originally by Shihet al.25 provides a useful
starting point for our analysis.

In the algorithm for generating the complex mode indi-
cator function, the singular value decomposition is used with
transfer function data for multiple drive points to separate the
modal contributions from each other. The potential of this
method for numerical calculations can be demonstrated by
applying the singular value decomposition to the coefficient
matrix, i.e., the matrix in square brackets in Eq.~4!, at each
analysis frequency and plotting the resulting singular values
as a function of frequency for an example problem. To illus-
trate, Fig. 1 shows the reciprocal of the singular values for an
unbaffled rectangular plate in water as a function of fre-
quency.

Each curve in the figure with the same linewidth and
texture represents the reciprocal of one of the singular values
in the order that they are output from the SVD algorithm.
The peaks in the curves correspond to the resonance frequen-
cies for the coupled system. The general idea of the tech-
nique is similar to a determinant search, except the singular
value decomposition is able to track the modal contribution
that causes the individual singular values to go to zero. As
we can observe from Fig. 1, the singular values for a particu-
lar mode are continuous functions of frequency, but because
they are output in order of descending magnitude, the modal
contributions are jumbled whenever two singular values
cross. Thus, the singular value decomposition clearly pro-
vides information about the system’s eigenvalues and eigen-
vectors, but there is still some work required to force the
singular values to track the individual modes.

The best method for tracking the modes was originally

proposed by Phillipset al.26 The basic idea is to use the
singular value decomposition at one frequency to decompose
the coefficient matrix at nearby frequencies. This is possible
because the change in the singular vectors from frequency to
frequency is primarily a phase rotation. We start by decom-
posing the coefficient matrix at an initial frequency as

V1FTA~v0!F5U0S0V0
H , ~5!

whereU0 and V0 are unitary matrices~i.e., U0U0
H51, and

V0V0
H51, where the superscriptH denotes a complex-

conjugate transpose!, and the matrixS0 is a diagonal matrix
containing the real, positive singular values. The columns of
U0 andV0 are called the left-and right-singular vectors, re-
spectively. At the peaks in the reciprocal of the singular val-
ues, the associated left-singular vectors represent mode
shapes of the coupled system. Because the number ofin
vacuomodes is typically small, the time required to compute
the singular value decomposition is also small. Algorithms in
FORTRAN 77 are available for computing the singular value
decomposition of a complex matrix in theLAPACK library,27

and are available on the internet at www.netlib.org under the
name zgesvd.f. They have been optimized for shared-
memory vector and parallel processors and are quite intri-
cate. A more condensed version can be found in the original
paper by Businger and Golub.28

To decompose the coefficient matrix at a secondary fre-
quency using the singular value decomposition at an initial
frequency, we premultiply the coefficient matrix at angular
frequencyv by U0

H(v0) and postmultiply byV0(v0) to yield

S̄~v!5U0
H@V1FTA~v!F#V0 , ~6!

where the overbar on the quantityS̄(v) indicates that it is
complex valued. The diagonal elements ofS̄(v) now repre-
sent the contribution of the singular vectors atv0 to the
response atv, and are called ‘‘enhanced frequency response
functions’’ by Phillipset al.26 We prefer the more descriptive
name ‘‘modal transfer functions’’ because they represent the
response of the modes as complete entities. At the initial
frequency, the modal transfer function yieldsS0 . In theory,
we can judge how well the decomposition separates the
modes by comparing the relative magnitudes of the off-
diagonal elements ofS̄(v) to the diagonal terms. However,
there are better ways of checking the decomposition for re-
sidual effects of nearby modes, as we will demonstrate.

Using the singular value decomposition at one frequency
to decompose nearby frequencies is advantageous because it
forces the change in phase from frequency to frequency to be
reflected in the diagonal elements ofS̄(v) rather than the
left-singular vectors. To demonstrate, the upper graph in Fig.
2 shows a Nyquist plot of the real and imaginary components
of one of the diagonal elements ofS̄(v) near its resonance
peak.

The input data, represented by the seven nodal points,
maps out a circle, similar to a velocity-to-force transfer func-
tion near a resonance peak.29 Thus, we can use the singular
value decomposition to separate the modal contributions
from each other, after which the modal parameters can be

FIG. 1. Reciprocal of the singular values as a function of frequency for an
unbaffled rectangular plate in water.
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identified from the appropriate diagonal element ofS̄(v).
We will discuss the lower graph in Fig. 2 subsequently.

One of the main differences between identifying modal
parameters from experimental and numerical data is the de-
gree to which the modes can be separated from each other.
Because the singular value decomposition can be performed
using full matrices in a numerical implementation, there are
commonly no residual effects from nearby modes, and the
process of identifying the modal parameters is much simpler.
To demonstrate that a modal transfer functions represents
only a single mode, its Nyquist plot can be examined near
the peak. Returning to the top graph in Fig. 2, the dotted line
represents a least squares fit to the modal circle,30 which
yields the~x, y! location of the circle’s center and it’s radius.
If the data contained residual effects from nearby modes, the
modal circle would not intersect the origin.29 To test this
numerically, we compute the radial distance from the origin
to the circle’s center and compare it to its radius. If they do
not agree to, within, say 1%, then the modal circle does not
pass through the origin and the data does not represent a pure
modal transfer function. This information can thus be used to
filter out false peaks that sometimes occur near frequencies,
where two singular values switch order.

Knowing thex-, y location of the modal circle’s center
and thex-, y locations and frequencies for each of the input
data points, the resonance frequency and damping loss factor
can be calculated analytically. To begin, the associated reso-
nance frequency’s location on the modal circle can be com-
puted as (2xcenter,2ycenter), and its polar angle isa ref

5tan21(ycenter/xcenter). We can check these results using a

formula given by Ewins.29 For two frequencies above and
below the resonance, as denoted by subscriptsa and b, re-
spectively, we can write

hv r
25const5

va
22vb

2

tan@~aa2a ref!/2#2tan@~ab2a ref!/2#
,

~7!

where the angles are evaluated using the modal circle’s cen-
ter as the origin, and we have assumed proportional damping
~a slightly different formula would be used if viscous damp-
ing were assumed!. The minus sign is used in the denomina-
tor because we allowab to be negative. We can then check
the accuracy of the solution fora ref by substituting onto the
right-hand side of Eq.~7! for various combinations of points
on either side of the peak and confirming that the same con-
stant is indeed produced for each combination.

We can also use Eq.~7! to derive analytical results for
the resonance frequency and damping loss factor. Takingva

to be the resonance frequencyv r andvb to be a point on the
modal circle and applying the formula twice, we can write

v r
22v1

2

2tan@~a12a ref!/2#
5

v r
22v2

2

2tan@~a12a ref!/2#
. ~8!

Solving this equation forv r gives

v r
25

2v1
2 tan@~a22a ref!/2#1v2

2 tan@~a12a ref!/2#

tan@~a12a ref!/2#2tan@~a22a ref!/2#
.

~9!

After determining the resonance frequency, we can then de-
termine the loss factor directly from Eq.~7!. Thus, given an
accurate circle fit passing through the origin, the modal pa-
rameters can be determined by substituting into analytical
formulas.

The last remaining obstacle is to identify resonance
peaks from the modal transfer functions. In advance, this
would seem to be trivial because it is easy to search a string
of numbers for a peak. However, because the modal transfer
function data is continuously recomputed as the input data
shifts from frequency to frequency, the peaks also sometimes
shift. For example, let us suppose the modal transfer func-
tions are computed for seven frequencies~numbered 0–6!
using the left- and right-singular vectors for the center fre-
quency~numbered 3!. It is possible for the modal peak to
switch from just above the center frequency to just below as
the data sweeps past a resonance, especially for modes with
high damping. Thus, a peak in the modal transfer function
never occurs at the center frequency, even though a reso-
nance is obviously present. We can eliminate this problem by
searching for peaks in the functions not only at the center
frequency, but also at the adjacent frequencies.

This leads to another problem though, because in most
instances the same mode will be identified two or three times
as the input data sweeps past a resonance peak. We thus need
some method to detect and eliminate duplicate modes. For-
tunately, it is relatively easy to find duplicate modes using
the modal assurance criteria. To provide a common phase
reference for the left-singular vectors, the modal circles are
rotated so that the resonance frequency is aligned with the
imaginary axis of the complex plane, and thus the center of

FIG. 2. Nyquist plots of a modal transfer function near a peak before and
after rotating the modal circle.
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the circle is located at~0, r center), as illustrated in the lower
graph in Fig. 2 with the rotated modal circle. The transfor-
mation is performed by subtracting the center location, rotat-
ing the circle, and then adding the circle’s radius as an imagi-
nary number. The resonance frequency is rotated to the
positive y axis to be consistent with our definition for the
damping loss factor. The modal assurance criteria can then
be computed as usual, commonly yielding values near unity
for duplicate modes. Finally, after identifying duplicate
modes, we retain the one with the larger modal circle as the
better representation of the modal transfer function. The end
result is a stable, accurate, and robust method for identifying
modes. To reduce the computational burden, the duplicate
mode check is only performed for center frequencies within
a few frequency increments of each other. A flow chart of the
full algorithm is given in Fig. 3, where we assumed that the
modal transfer functions are computed for seven frequencies,
three on either side of the center frequency.

In practice, the algorithm seems to work better using 13
frequencies. All of these calculations increase the computa-
tions times, but for realistic structural-acoustic applications,
the vast majority of the time is typically spent in the genera-
tion of the acoustic coupling matrices, so the overall compu-
tation time is only modestly increased.

To test the basic accuracy of the algorithm, several prob-

lems were analyzed with added stiffnesses and/or masses and
the results were compared to those given byMSC/NASTRAN.
In each case, the algorithm did a good job of finding the
modes and predicting the resonance frequencies and damp-
ing loss factors, to within a few decimal places. It would be
possible to check the solution for the eigenvalues and eigen-
vectors directly by substituting them back into the left-hand
side of Eq.~4! and determining if the right-hand side goes to
zero. It not, inverse iteration could be used to refine the pre-
dictions. However, because high precision is not really re-
quired for the modal parameters and because the acoustic
matrices are not computed to extremely high precision in the
first place, the extra effort needed to refine the predictions is
not warranted.

Although this algorithm is usually very effective at sepa-
rating the modes from each other, there are situations where
it is not appropriate. A good example is the idealized prob-
lem of a spring-mounted piston driving the fluid within a
rigid-walled tube. Only a singlein vacuobasis function is
required to represent the motion of the piston, but numerous
acoustic modes exist in the fluid. The result is a single fre-
quency response function with numerous peaks, making it
impossible to separate the modes from each other using the
singular value decomposition. This is not a major difficulty
though because there are numerous methods available for

FIG. 3. Flow chart of the algorithm for computing the
resonance frequencies, mode shapes, and damping loss
factors.
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computing resonance frequencies and loss factors that would
be applicable to this type of frequency response data.

As an aside, we note that in our numerical calculations
the matrix solution for the basis function amplitudes in Eq.
~4! is more accurately determined using the LU factorization
than the singular value decomposition. This is especially true
near frequencies where two of the smaller singular values
cross, leading to ‘‘dropouts’’ in the basis function ampli-
tudes. The accuracy of the computed singular values can be
shown to be equal to the magnitude of the largest term in the
input matrix multiplied by the relative error in the individual
terms.31 For example, if the entries inV1FTA(v)F are
accurate to two digits, singular values smaller than 1022iV
1FTA(v)Fi` , cannot be accurately computed. This re-
striction would seem to have dire consequences because the
smallest singular values yield the information used to com-
pute the modal parameters and the input matrix is only com-
puted to limited accuracy~due to numerical integration and
interpolation!. However, the solution for the singular values
seems to be more sensitive to errors near frequencies where
two singular values cross, rather than near the actual zeros.
In practice, this simply means that the matrix inverse is best
computed in an extra step using the LU factorization rather
than the singular value decomposition.

IV. EXAMPLE PROBLEMS

Despite the importance of damping in structural-acoustic
systems, there are few papers where acoustic radiation damp-
ing loss factors have been computed numerically~some data
is given for a sphere by Giordano and Koopmann2!. Simple
approximations derived for applications in statistical energy
analysis are given by Cremer and Heckl,32 but these formulas
cannot be applied to fluid-coupling problems because they
do not account for fluid motion. This attests to the difficulty
of solving the problem using conventional numerical tech-
niques. There is also very little experimental data available,
except for a few papers by Clarkson and Brown,33 where
band-averaged acoustic loss factors have been determined
for SEA applications. To help in future research and to dem-
onstrate the convergence of our numerical solution, we will
provide benchmark data for several example problems, in-
cluding a rectangular cantilever plate in water, a baffled cir-
cular plate with clamped boundary conditions in water, and a
baffled circular plate with clamped boundary conditions cov-
ered by an open-ended rigid-walled pipe in water. For all of

the problems, the structural damping was set to zero so that
the predicted loss factors can be attributed entirely to acous-
tic radiation damping.

A. Cantilever plate

We begin by examining a rectangular plate in water with
cantilever boundary conditions. The plate is mounted perpen-
dicular to an infinite baffle, and replicates one of the plates
studied by Lindholmet al.34 This type of problem has been
studied extensively because the modes resemble those of
wing-like structures, where they may possibly contribute to
flutter instabilities. The plate’s material properties and di-
mensions are listed in Table I.

This is a good test case to begin our analyses because
transverse shear effects are negligible in the plate and the
assumption of clamped boundary conditions is closely satis-
fied in the experimental measurements by Lindholmet al.
Also, the resonance frequency shifts from air to water are
relatively large, providing a good test for the numerical for-
mulation. Our goal in the analysis will be to compute the first
ten fluid-coupled resonance frequencies and the associated
loss factors.

For the numerical computations, we start by solving for
the in vacuomodes using the finite element method. Several
structural meshes were used to test convergence, and it was
determined that a mesh with 1152 square elements with ap-
proximately quarter inch sidelength yields the first 10 reso-
nance frequencies to within a few Hz. With the structural
mesh determined, the finite element analysis was then rerun
with the upper frequency for the eigenvalue analysis set to
twice the maximum frequency of interest, such that 21
modes up to 1000 Hz are included as basis functions. The
conventional recommendation is to include modes up to 1.6
times the maximum frequency of interest, but we have in-
cluded modes up to double the maximum frequency to ac-
count for the effects of fluid coupling. For the acoustic analy-
sis, several meshes are constructed by grouping structural
elements together into larger acoustic elements, yielding
acoustic meshes with 128 (333 blocks!, 288 (232 blocks!,

TABLE I. Physical constants for the cantilever rectangular plate.

Lx 7.7 in. r 0.284 lb./in.3

Ly 15.4 in. E 2.93107 lb./in.2

h 0.0693 in. n 0.29

TABLE II. Resonance frequencies and loss factors for a cantilever rectangular plate.

In vacuo 128 Acs. elements 288 Acs. elements 1152 Acs. elements

~x, y! Fm ~Hz! Fm ~Hz! hm Fm ~Hz! hm Fm ~Hz! hm

~0, 0! 9.61 3.43 8.731028 3.36 8.631028 3.29 8.531028

~1, 0! 41.48 19.47 2.8310211 18.98 2.7310211 18.47 2.5310211

~0, 1! 59.95 22.92 9.131026 22.35 8.831026 21.79 8.531026

~1, 1! 134.95 65.71 2.031029 63.87 1.831029 61.98 1.731029

~0, 2! 168.42 71.51 8.331025 69.23 7.931025 67.12 7.531025

~1, 2! 259.09 132.71 2.531028 128.30 2.331028 123.95 2.131028

~2, 0! 260.46 141.05 9.131027 135.90 6.631027 130.96 6.031027

~0, 3! 332.03 157.31 4.731024 150.96 4.431024 145.23 4.131024

~2, 1! 354.88 194.54 9.231028 186.95 2.631028 179.76 2.231028

~1, 3! 428.16 231.72 2.931027 222.62 2.631027 213.97 2.331027
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and 1152 elements. Dipole sources are used in the acoustic
analysis so that the boundary condition only has to be en-
forced over one side of the plate, thus reducing the number
of acoustic elements by half. Based on the simple rule of 6
acoustic elements per wavelength, we expect the 128, 288,
and 1152 acoustic element meshes to yield accurate predic-
tions up to 10, 15, and 30 kHz, respectively. Intuitively, these
frequencies seem high, and indeed, we will not claim the
predicted resonance frequencies and loss factors are accurate
below the limiting frequencies. Thus, it is usually better to
infer the prediction’s accuracy from convergence tests rather
than from the simple six acoustic elements per wavelength
rule.

Finally, as discussed in Sec. I, the acoustic-coupling ma-
trices are generated over the frequency range of interest us-
ing the automated scheme for choosing the interpolation fre-
quencies. In all of the subsequent calculations, the
interpolation accuracy was set to 1%. Approximately 50 in-
terpolation frequencies were required to map out the range
from 0.1–500 Hz. Most of the interpolation points are con-
centrated at low frequencies, where the higher-order modes
radiate sound inefficiently, thus producing acoustic coupling
matrices with high-order frequency dependence.

To compute the resonance frequencies and loss factors, a
frequency sweep is performed based on Eq.~4! with a 1 Hz
resolution. At each frequency, the acoustic coupling matrix is
determined by interpolation. The coefficient matrices and the
resulting singular value decomposition are retained for a
number of frequency increments to be used in computing the
modal transfer functions. Once peaks have been identified in
the modal functions, the resonance frequencies, mode
shapes, and damping loss factors are identified using the
modal circle fit algorithm along with analytical formulas and
the results are stored in memory. When duplicate modes are
found, they are compared, and if the new mode is determined
to be more accurate, the results for the modal parameters are
copied in place of the original results. Table II lists the com-
puted resonance frequencies and loss factors for this prob-
lem.

The numbering scheme for the modes is similar to that
used by Leissa,35 where the number of nodal lines along the
width and length are used to identify the mode shapes. In the
table, all the loss factors are reported for reference purposes,
even though loss factors of less than 131025 would be in-
significant in comparison to typical structural loss factors.
For dipole source models, the convergence in the predicted
resonance frequencies and loss factors is generally slower
than for similar problems, where the structure has an overall
net volume velocity. The results in the table show that both
the predicted resonance frequencies and radiation loss factors

converge downward, as the acoustic element mesh is refined.
It would be preferable for the loss factors to converge up-
ward so that the resulting radiated power predictions could
be considered to be conservative estimates. Presently, a
method for controlling the direction of convergence is un-
known.

We can check the first few fluid-coupled resonance fre-
quencies by comparing to the measurements for plate #15 in
the paper by Lindholmet al.34 For the in-air measurements,
the first five resonance frequencies are listed as 9.3, 42.0,
57.8, 135.0, and 162.0 Hz. In water, the first five resonance
frequencies are listed as 3.1, 18.8, 21.1, 62.0, and 65.3 Hz.
The agreement between their measured resonance frequen-
cies and our predictions is excellent, thus providing some
confirmation of the general accuracy of the formulation.

B. Clamped circular plate

For the second example problem, we will consider a
baffled circular plate with clamped boundary conditions in
water. The material properties and dimensions for the plate
are listed in Table III.

For this problem, analytical solutions for the first two
fluid-coupled resonance frequencies have been derived by
Lamb,36 whose results are summarized by Leissa.37 In the
original paper by Lamb, the predictions for the resonance
frequencies were compared to experimental measurements
for an iron plate, yielding agreement to within 1%.

In the numerical computations, it was determined that a
mesh with 24 and 72 elements in the radial and circumfer-
ential directions, respectively, yields the first 10 resonance
frequencies to within a half percent~as compared to the reso-
nance frequencies for thein-vacuomodes listed by Leissa38!.
The basis functions include 51 modes up to 2500 Hz. The
acoustic meshes are illustrated in Fig. 4.

The two acoustic meshes in the figure have 192 and 432
elements and are used along with an 1728 element mesh to
test the convergence of the predictions for the fluid-coupled
resonance frequencies and damping. In generating the acous-
tic coupling matrices, approximately 50 interpolation fre-
quencies were required to map out the range from 2–1000
Hz. Table IV lists the resulting resonance frequencies and
damping ratios for the first ten modes.

TABLE III. Material properties and dimension for the baffled circular plate
with clamped boundary conditions.

a 0.3048 m E 10.931010 N/m2

h 0.005 m n 0.29
r 7840 kg/m3

FIG. 4. Structural and acoustic ele-
ment meshes for a circular plate,
where acoustic elements are repre-
sented by groups of elements with a
similar shade.
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In this case, the numbering scheme corresponds to the
number of nodal lines in the radial and circumferential direc-
tions. Contrary to the previous example, both the loss factors
and resonance frequencies now converge downward as the
acoustic mesh is refined. The reason for the change in the
convergence properties for the loss factors in comparison to
the first example problem is still unknown. As a check, ana-
lytical solutions for the first two fluid-coupled modes are
given for the specified material properties as 39.87 and
112.78 Hz using Lamb’s formulas,36 which compare very
well to the computed results.

C. Clamped circular plate covered by a rigid-walled
pipe

For the final example problem, we will repeat the analy-
sis from the previous section with an open-ended rigid-
walled pipe placed over the plate. Its lengthL is taken to be
1.5 m, and it is assumed to be circular with the same radius
as the plate. This problem differs from the two previous
problems, because acoustic resonances will occur in the
fluid-filled pipe, thus providing a more general test of the
algorithm. The structural mesh now consists of 3888 ele-
ments, with the normal surface velocity taken to be identi-
cally zero on the walls of the pipe. The acoustic meshes
consists of 432, 972, and 3888 elements, where the conden-
sation level for the rigid-walled pipe is the same as for the
circular plate. The structural elements used to model the pipe
walls are somewhat larger that those used for the plate, but
this is permissible because the pipe mesh only has to resolve

acoustic waves. In generating the acoustic coupling matrices,
approximately 100 interpolation frequencies were required to
map out the range from 2–1000 Hz. In comparison to the
clamped circular plate alone, the extra interpolation frequen-
cies are primarily concentrated near the uncoupled plane
wave acoustic resonances at 201 and 665 Hz~as computed
for the 3888 element acoustic mesh!. As a simple check, an
approximation for the lowest quarter-wavelength acoustic
mode is given asf 5c/4(L10.6133a)5225 Hz. Table V
lists the predictions for the fluid-coupled resonance frequen-
cies and loss factors.

In the table, the modes are labeled by their circumferen-
tial Fourier component rather than the correspondingin
vacuomode shapes because some of the modes do not have
in vacuoequivalents. We can check the accuracy of the reso-
nance frequency shifts due to fluid coupling by computing an
approximate analytical solution for the lowest resonance fre-
quency by extending Lamb’s formula.36 The added mass cor-
rection to the lowest resonance frequency is then given by

f ' f 0Ahrs /@hrs1r~L10.6133a!#515.00 Hz, ~10!

wherers is the density for the plate. Comparing the results in
Tables IV and V, the radiation loss factors decrease for most
of the modes because they occur below the cut-on frequency
for acoustic waves in the pipe. The exception is theN50
mode at approximately 430 Hz, which excites the fundamen-
tal acoustic plane wave resonance and is above its cut-on
frequency. Despite the addition of acoustic resonances to the
system, residual effects of nearby modes could not be de-

TABLE IV. Resonance frequencies and loss factors for a baffled circular plate with clamped boundary condi-
tions.

In vacuo 192 Acs. elements 432 Acs. elements 1728 Acs. elements

(r ,u) Fm ~Hz! Fm ~Hz! hm Fm ~Hz! hm Fm ~Hz! hm

~0, 0! 98.34 39.83 0.017 55 39.78 0.017 48 39.75 0.017 44
~0, 1! 204.89 113.21 0.000 11 112.58 0.000 11 112.21 0.000 11
~0, 2! 335.99 211.40 1.731026 209.02 1.631026 207.56 1.631026

~1, 0! 383.53 232.63 0.023 42 230.59 0.022 92 229.31 0.022 59
~0, 3! 491.80 337.01 6.731028 330.79 5.631028 326.90 5.231028

~1, 1! 587.76 398.57 0.002 13 393.30 0.002 01 389.99 0.001 94
~0, 4! 672.28 491.61 ,1310210 478.76 ,1310210 470.54 ,1310210

~1, 2! 816.58 594.32 0.000 17 583.68 0.000 15 576.86 0.000 14
~2, 0! 862.64 619.83 0.025 40 608.51 0.024 71 601.10 0.024 20
~0, 5! 877.69 676.60 6.331028 653.95 9.931028 638.95 1.131027

TABLE V. Resonance frequencies and loss factors for a clamped circular plate covered by an open-ended
rigid-walled pipe in water.

432 Acs. elements 972 Acs. elements 3888 Acs. elements

Fourier component Fm ~Hz! hm Fm ~Hz! hm Fm ~Hz! hm

N50 20.70 0.002 47 20.28 0.002 36 17.92 0.001 59
N51 107.65 7.431027 106.35 1.831027 105.24 3.231028

N52 207.19 5.031028 203.82 1.531028 201.35 5.631029

N50 211.23 0.001 55 208.99 0.001 24 206.16 0.000 22
N53 333.66 1.831028 326.20 1.631028 321.02 1.231028

N51 389.17 0.000 02 382.24 4.131026 376.99 6.931027

N50 448.45 0.046 14 437.32 0.042 67 415.91 0.035 10
N54 488.92 ,1310210 474.68 ,1310210 464.85 ,1310210

N52 587.24 5.031026 574.34 1.131026 564.94 1.431028

N50 607.94 0.010 18 593.47 0.007 59 582.24 0.005 27
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tected in any of the modal transfer functions, thus allowing
the analytical formulas to be used in calculating the modal
parameters.

V. CONCLUSIONS

It has been shown that sophisticated parameter identifi-
cation routines based on the singular value decomposition
can be adapted for purely numerical predictions of fluid-
coupled resonance frequencies, mode shapes, and loss fac-
tors. Because full matrices of modal transfer function data
are available, in most instances the modes can be completely
separated from each other, making the calculations more ro-
bust and reliable than similar calculations using experimental
data. Also, it was shown that the overall convergence of the
solution can be ensured by first testing the convergence of
the finite element predictions for thein vacuoresonance fre-
quencies and then testing the convergence of the predicted
fluid-coupled resonance frequencies as a function of acoustic
element mesh density. Although a detailed analysis of the
computational cost was not given, we can conclude that the
algorithm is very efficient since only a limited number of
computations are required over and above those associated
with nominal frequency response calculations.
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An integrated model for a moderately deep underwater explosion bubble has recently been
developed. For the initial shock-wave phase, the model employs an empirical pressure-profile
expression for the far field to determine bubble radius as a function of time. For the subsequent
oscillation phase, the model accounts for first-order wave effects in both the external liquid and the
internal gas. In the present paper, a radiation model consistent with the integrated bubble model is
formulated and evaluated. The distant pressure and velocity fields produced during the shock-wave
phase derive from the empirical pressure-profile expression. Those produced during the oscillation
phase derive from a matched-asymptotic-expansion solution for a translating acoustic source/dipole.
Response histories and snapshots for far-field pressure and velocity are computed. Comparisons
with existing experimental data exhibit good correlation. ©2004 Acoustical Society of America.
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I. INTRODUCTION

In a recent paper@Geers and Hunter~2002!#, a bubble
model was developed for a moderately deep underwater ex-
plosion that integrates the shock-wave and oscillation phases
of the motion. For the short shock-wave phase, ahypera-
cousticrelation between bubble volume-acceleration and far-
field pressure profile made it possible to determine radial
bubble motion from an empirical pressure-profile formula.
The relation also provided initial conditions for the subse-
quent oscillation phase, in which bubble motion was deter-
mined by the integration of bubble–surface response equa-
tions that incorporated wave effects in both the internal gas
and the external liquid. When specialized to bubble dilation
and translation, which maintains bubble sphericity, these re-
sponse equations produced bubble-motion histories that ex-
hibited agreement with experimental data substantially better
than that exhibited by previous bubble-motion equations.

In the present paper, we first enhance the empirical
pressure-profile formula for the shock-wave phase in order to
accommodate several explosives, not just TNT. This en-
hancement employs the ‘‘late-time’’ decay model of Kirk-
wood and Bethe~1942!, as well as late-time pressure-integral
data@Price~1979!#. Then, we modify the hyperacoustic rela-
tion so as to conform to the enhanced pressure profile. Next,
employing the results of Leppington and Levine~1987!, we
obtain expressions for the distantacousticfields radiated by
the spherical bubble dilating and translating in the oscillation
phase. In the limitc→`, these expressions reduce to equa-
tions previously obtained for an incompressible fluid@Hicks
~1970!#. Finally, we perform for selected cases, far-field pres-
sure and velocity calculations, making comparisons, when
possible, with corresponding measured data@Arons et al.

~1948!; Arons and Yennie~1948!; Swift and Decius~1948!#.
Agreement is found to be good.

The approach in this paper is based on an inviscid, irro-
tational model of fluid flow, which admits a velocity poten-
tial f(r ,t), with associated velocity and pressure given by

u~r ,t !5¹f~r ,t !, ~1a!

p~r ,t !52rF]f~r ,t !

]t
1

1

2
¹f~r ,t !•¹f~r ,t !G1patm

1rgd~r !, ~1b!

wherer5xi1yj1zk, in which i, j , andk are the usual Car-
tesian unit vectors,r is the density of the liquid,patm is
atmospheric pressure,g is the acceleration of gravity, and
d(r ) is the depth below the free surface of the liquid. Equa-
tion ~1b! is, of course, Bernoulli’s equation; in the far field,
the quadratic term is negligible, which produces the acoustic
pressurepac(r ,t)52r]f(r ,t)/]t.

Of interest here is the far field located beyond a certain
radius R, as measured from the center of the explosive
charge at detonation. This radius is taken as being at least
two times the maximum radius attained by the bubble,aM ,
which, in turn, is typically 15 times the radius of the charge,
ac . The shock wave, which is generated at very early time, is
modeled as propagating radially and hyperacoustically in the
near fielda(t)<r<R, wherer 5ur u, and radially andqua-
siacousticallyin the far fieldr .R. Hyperacoustic propaga-
tion is characterized by a wavefront velocity that appreciably
exceeds the linear-acoustic speed of soundc; quasiacoustic
propagation is characterized by a hyperacoustic profile with
a wavefront velocity very close toc. Finally, wave propaga-
tion in the far field produced by bubble motion during the
oscillation phase is modeled as linear acoustic, but, because
of bubble translation, not purely radial.

a!Submitted in January 2003 to the Journal of the Acoustical Society of
America.

b!Presented at the 73rd Shock and Vibration Symposium.
c!Electronic mail: geers@spot.colorado.edu
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II. SHOCK-WAVE-PHASE FIELD

During the short shock-wave phase of bubble motion,
there is too little time for buoyancy effects to produce sig-
nificant translation; hence, as stated above, the shock-wave
field is spherically symmetric. Elegant analytical models
have been developed for this hyperacoustic field@see, e.g.,
Lamb ~1923!; Penney~1940!; Penney and Dasgupta~1942!;
Kirkwood and Bethe~1942!; Brinkley and Kirkwood~1947!;
Rogers~1977!# but they have not fully captured the complex-
ity of the physics. Fortunately, empirical formulas based on
extensive experimental data have proven quite robust@Coles
et al. ~1946!; Farley and Snay~1978!; Price ~1979!#.

A. Similitude relation

The following similitude relation for the shock-wave
pressure profilehas proven accurate over a wide range of the
radial distancer @Geers and Hunter~2002!#

P~r ,t !5Pc~ac /r !11Acf ~@aC /r #Bcvct/ac!, ~2!

in which Pc , vc , Ac , andBc are constants associated with
the charge material,ac is the equivalent spherical radius of
the charge, andf (t)50 for t,0. Some recommended val-
ues for the constants appear in Table I; previously used
choices forf (t) are @Coleset al. ~1946!; Geers and Hunter
~2002!#

f ~t!5e2t, t<1 ~3!

f ~t!50.8251e21.338t10.1749e20.1805t, t<7.

In the present development, we require a similitude re-
lation that is accurate over a longer duration and applies to a
variety of charge materials. Hence, we replace~2! with

P~r ,t !5Pc~ac /r !11A~ t ! f ~@ac /r #B~ t !vct/ac!, ~4!

in which

A~ t !5
Ac

11~CAvct/ac!
5 , ~5a!

B~ t !5
Bc

11~CBvct/ac!
5 , ~5b!

f ~t!5CPe2C1t1~12CP!~11C2t!24/5, ~5c!

whereCP , C1 , C2 , CA , andCB are fitting constants for a
particular charge material, and, again,f (t)50 for t,0.
Equations~4! and ~5! provide to a hyperacoustic pulse an
acoustic tail with time dependence deduced by Kirkwood
and Bethe~1942!.

We determined fitting constants by performing least-
squares fits to data for theintegral of the pressure profile
I p(r ,t) @Price~1979!#; these constants appear in Table II. The
powers of five in~5a! and ~b! were also part of the fitting

process. Figure 1 shows pressure-integral histories produced
by ~4!, ~5!, and Tables I and II. Also shown are individual
data points from Price~1979!; the fits are seen to be excellent
over the time range of the data, 0<(ac /r )Bcvct/a<10.
Shown too are pressure-integral histories produced by least-
squares fitting with~2! and ~3b! @Geers and Hunter~2002!#;
while the fit for TNT is good, the fits for Pentolite and
HBX-1 are lacking.

The use of~4! instead of~2! affects the calculation of
bubble motion as described in Geers and Hunter~2002!. A
straightforward extension of their development yields the
following relation between far-field pressure and bubble mo-
tion:

P~r ,t !5
r

4pr S ac

r D A~ t !

V̈~@ac /r #B~ t !t !, ~6!

whereV(t) is the bubble volume. Equating the right side of
this equation to the right side of~4!, and employing~5c!, we
obtain for bubble volume acceleration

V̈~ t !5
4pac

r
Pc@CPe2C1t/Tc1~12CP!~11C2t/Tc!

24/5#,

~7!

where Tc5ac /vc . Integrating this result twice with initial
conditionsV̇(0)50 andV(0)5Vc , whereVc is the volume
of the charge, and usingV(t)54pa3(t)/3, we find the bub-
ble’s radiusa(t) and surface velocityȧ(t) during the shock-
wave phase of bubble motion. The values of these quantities
at a selected transition time~see subsection C! constitute the
initial conditions for the oscillation phase.

B. Far field

The wavefront velocityU of a plane shock wave can be
found from the Rankine–Hugoniot conditions as@Cole
~1948!#

U5AS r

rsw
D P~r ,0!2p

rsw2r
, ~8!

where unsubscripted quantities refer to ambient conditions,
P(r ,0) is the wavefront pressure, andrsw is the wavefront
density, found from the modified Tait equation of state for
water @Tomita and Shima~1977!#,

rsw5rFP~r ,0!1B

p1B G1/7.15

, ~9!

where B5304.7 MPa. For r .2aM'30ac , P(r ,0)
,30 MPa, so~8! and~9! yield wavefront velocities that ex-
ceedc by less than 3%. Hence, waves in the far field propa-
gate at essentially the linear-acoustic speed of sound.

TABLE I. Material constants for shock-wave similitude equations; the units
of Pc andvc are GPa and km/s, respectively@Price ~1979!#.

Material Pc vc Ac Bc

TNT ~1.60 g/cc! 1.67 1.01 0.18 0.185
Pentolite~1.71 g/cc! 1.92 1.29 0.194 0.257
HBX-1 ~1.72 g/cc! 1.58 1.17 0.144 0.247

TABLE II. Impulse fitting constants for Eq.~4!; all five constants are di-
mensionless.

Material CP C1 C2 CA CB

TNT ~1.60 g/cc! 0.6129 0.9833 1.838 00 0.1901 0.1521
Pentolite~1.71 g/cc! 0.9221 1.1310 0.129 40 0.2063 0.1238
HBX-1 ~1.72 g/cc! 0.9222 1.0990 0.040 03 0.2166 0.1123
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Quasiacoustic propagation of the pressure profile given
by ~6! yields, for r>R

p~r ,t !5
r

4pr
H~ t* !S ac

r D A~ t* !

V̈~@ac /r #B~ t* !t* !, ~10!

in which H~ ! is the Heaviside step function andt* 5t2(r
2R)/c. Here,R is taken as pertaining to the far-field point of
interest closest to the origin, and the finite radius of the
bubble, being much smaller thanR, is neglected.

Employing the acoustic relationpac(r ,t)52r]f(r ,t)/
]t, we integrate ~10! and enforce the initial condition
f(r ,@r 2R#/c)50 to obtain the velocity-potential field for
r>R

f~r ,t !52
1

4pr E0

t* S ac

r D A~j!

V̈~@ac /r #B~j!j !dj. ~11!

Hence, the velocity field may be obtained by partial differ-
entiation of ~11! with respect tor which, by Leibniz’ rule,
yields

ur~r ,t !5
H~ t* !

4prc S ac

r D A~ t* !

V̈~@ac /r #B~ t* !t* !1
1

4pr 2

3E
0

t* S ac

r D A~j!

@11A~j!#V̈~@ac /r #B~j!j !dj

1
1

4pr 2 E
0

t*
jB~j!S ac

r D A~j!1B~j!

3V̂~@ac /r #B~j!j !dj. ~12!

For A(t)5B(t)50, this equation and~10! yield the familiar
relation for a spherical acoustic wave

ur~r ,t !5
p~r ,t !

rc
1

1

rr E0

t

p~r ,j!dj, ~13!

and ~11! yields the velocity-potential field for an acoustic
source

f~r ,t !52V̇~ t* !/4pr . ~14!

FIG. 1. The integral of~4! for ~a! TNT; ~b! Pentolite;~c! HBX-1, and the corresponding data from Price~1979!.
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C. Phase-transition criterion

Equations~10! and ~12! define the quasiacoustic fields
produced in the far field by the underwater-explosion bubble
during its shock-wave phase. Still undefined, however, is the
duration of that phase, which we shall callt I . To remedy this
deficiency, we observe that~4! approximates an acoustic
field at times large enough thatA(t) and B(t) are suitably
small. From Tables I and II,Ac,Bc andCB,CA , so from
~5a! and ~5b!, A(t),B(t); hence, we focus onB(t), estab-
lishing our smallness criterion from~4! as

~ac /r !B~ t I !>12e, ~15!

where e is a small, positive number. Now,B(t I) must be
small, so a Maclaurin series expansion of the left side of~15!
yields 12B(t I)ln(r/ac)1¯ ; thus, from ~5b!, ~15! may be
written

~CBtI /Tc!
5>~Bc /e!ln~r /ac!21. ~16!

But (Bc /e)ln(r/ac)@1 and @ ln(r/ac)#
1/551.32560.04 for 30

<(r /ac)<130; hence,~16! yields

t I /Tc>1.325~Bc /e!1/5/CB . ~17!

For theBc andCB values given in Tables I and II, minimum
values oft I /Tc for e50.05 are 11.3 for TNT, 14.8 for Pen-
tolite, and 16.2 for HBX-1. Hence, a reasonable value for the
duration of the shock-wave phase, for all three charge mate-
rials, is t I516Tc . This value falls within the range of the
data in Price~1979!.

It is shown in Geers and Hunter~2002! that bubble–
surface response in the oscillation phase is insensitive to
variations int I over the range 3Tc<t I<7Tc . We have found
that the upper limit of this insensitivity extends tot I

516Tc .

III. OSCILLATION-PHASE FIELD

During the oscillation phase of motion, the bubble un-
dergoes both dilation and translation, producing an acoustic
far field that is no longer spherically symmetric. Figure 2
shows the geometry for the oscillation-phase field model.
The bubble surface moves radially relative to its center with

the known displacementa(t), and the bubble center, initially
at the origin, translates according to the known displacement
u(t)5u(t)k. From Fig. 2, the vector from the bubble center
to a field pointr is given by

r 8~r ,t !5xi1yj1@z2u~ t !#k. ~18!

Also appearing in Fig. 2 are the unit vectors,er8 , en8 , andeu8 .
The first is

er8~r ,t !5
r 8~r ,t !

ur 8~r ,t !u
, ~19!

and the second may be expressed as

en8~r !5
k3er8~r ,t !

uk3er8~r ,t !u
, ~20!

which, as indicated by thê symbol, points into the plane of
the figure. The third is simply

eu8~r ,t !5en8~r !3er8~r ,t !. ~21!

A. Velocity potential

Leppington and Levine~1987! found an expression for
the far-field velocity potential generated by a dilating and
translating compact sphere that is accurate toO(M3), where
M is a Mach number characterizing the motion. Here, the
qualifier ‘‘compact’’ means that the radius of the sphere is
small relative to the characteristic pulse width in the fluid,
which is the same criterion behind~6!. Their potential is
expressed as

f~r ,t !5fS$r ,tuQ%1fD$r ,tum%, ~22!

in which fS$r ,tuQ% is a translating-source potentialof
strengthQ, and fD$r ,tum% is a translating-dipole potential
of strengthm. The potential strengthsQ andm are given by

Q~ t !5a2~ t !ȧ~ t !H 11
9

2 F ȧ~ t !

c G2

15
a~ t !ä~ t !

c2

2
1

4 F u̇~ t !

c G2J 1
3a4~ t ! â~ t !2a3~ t !u̇~ t !ü~ t !

6c2 ,

~23a!

m~ t !5 1
2a

3~ t !u̇~ t !, ~23b!

whereȧ(t) andu̇(t) are the bubble’s radial and translational
velocities, respectively.

Leppington and Levine used the method of matched
asymptotic expansions@see, e.g., Van Dyke~1964!# to obtain
both an inner-potential representation, which is a perturba-
tion from the incompressible solution, and the outer-potential
representation given by~22! and ~23!. The outer-potential
representation is of primary interest in this paper. However,
by neglecting the translation terms, one may readily use their
inner-potential representation to obtain various equations of
motion ~EOM! for the dilating sphere, each accurate to a
different power of the dilational Mach numberM05ȧ/c.
These EOM, for the first three orders inM0 , correspond to
the M0

0 equation of Lamb~1923!, the M0
1 equations of Her-

ring ~1941! and of Keller and Kolodner~1956! @see also
Prosperetti and Lezzi~1986! and Geers and Hunter~2002!#,

FIG. 2. Geometry in the plane with normalen8 .

1486 J. Acoust. Soc. Am., Vol. 115, No. 4, April 2004 K. S. Hunter and T. L. Geers: Pressure and velocity fields



and theM0
2 equation of Tomita and Shima~1977! @see also

Fujikawa and Akamatsu~1980! and Lezzi and Prosperetti
~1987!#.

The potentialsfS$r ,tuQ% and fD$r ,tum% define the far
field generated by the bubble motion in terms of singularities
translating with speedu̇(t) along thez axis. The first poten-
tial is the first fundamental solution of the nonhomogeneous
wave equation, i.e., the solution of@Morse and Ingard
~1968!#

¹2fS2
1

c2

]2fS

]t2 524pQ~ t !d~x!d~y!d~z2u~ t !!.

~24!

This solution is Landau and Lifshitz~1951!, Chap. 8#

fS$r ,tuQ%52
Q~ t8!

r 8~r ,t8!l~r ,t8!
, ~25!

in which

r 8~r ,t8!5@x21y21z82~r ,t8!#1/2, ~26a!

l~r ,t8!5@12u̇~ t8!g8~r ,t8!/c#, ~26b!

where

z8~r ,t8!5z2u~ t8!, ~27a!

g8~r ,t8!5cos@u8~r ,t8!#5k"er8~r ,t8!, ~27b!

and t8 is given implicitly by

t85t2
r 8~r ,t8!2R

c
. ~28!

Note thatt81R/c is the time at which the signal arriving at
field point r at timet was generated by the source. Although
~28! can yield multiple values fort8 if the source is translat-
ing at supersonic speeds, the source translation considered
here is always subsonic; hence,t8 is a single-valued increas-
ing function of t. In the absence of translation,t85t* .

The moving-dipole potential may be written as

fD$r ,tum%52@]/]zfS$r ,tum%# t5t8 , ~29!

which is the negative of Leppington and Levine’s expression.
Performing the differentiation, we find

fD$r ,tum%52
m~ t8!g8~r ,t8!

r 82~r ,t8!l2~r ,t8! F11
u̇~ t8!

cl~r ,t8!
g8~r ,t8!

1
z8~r ,t8!ü~ t8!2u̇2~ t8!

c2l~r ,t8! G
1

m~ t8!u̇~ t8!

cr82~r ,t8!l2~r ,t8!
2

ṁ~ t8!g~r ,t8!

cr8~r ,t8!l2~r ,t8!
,

~30!

whereṁ(t8)5 1
2@a3(t8)ü(t8)13a2(t8)ȧ(t8)u̇(t8)#.

B. Velocity potential expressions through O„M…

Geers and Hunter~2002! determined bubble–surface
motions with equations accurate through terms ofO(M0)
andO(M1), whereM05ȧ/c andM15u̇/c. At this level of
accuracy, the model results were found to be in good agree-

ment with experimental data for two dilational bubble peri-
ods. Here, we express~25! and ~30! to the same order of
accuracy in these surface-velocity Mach numbers. For brev-
ity, t8 dependence is suppressed until the end of this section.

By inserting~23a! into ~25!, and applying the binomial
theorem tol21, we find

fS$r ,tuQ%52H a2ȧ

r 8~r ! F115
aä

c2 G1
3a4â2a3u̇ü

6c2r 8~r ! J
3S 11

u̇

c
g8~r ! D1¯ , ~31!

in which the ellipsis~¯! denotes terms ofO(M0
l ), O(M1

l )
for l>2, andO(M0

mM1
n) for m, n>1. To resolve~31!, we

require expressions forâ, ä, and ü in terms of lower-order
derivatives. The appearance ofc22 multiplying these deriva-
tives indicates that, in order to maintain a consistent overall
error, the expressions need only be accurate toO(M0) at
most. Hence, ä and ü may be obtained from the
incompressible-fluid equations for dilation and translation
@Hicks ~1970!; see also Geers and Hunter~2002!#

aä1 3
2ȧ

22 1
4u̇

22gu5P0 /r, ~32a!

aü13ȧu̇22ga50, ~32b!

in which P05Kc(ac /a)3k2patm2rgd̄, whereKc andk are
constants for the charge material andd̄ is the original depth
of the bubble center. The dilational jerk,â, may be found by
differentiating~32a! with respect to time and then eliminat-
ing ä andü that appear in the result with~32!; this procedure
yields

â56
ȧ3

a22
5u̇2ȧ

2a2 1
2gu̇

a
2

4ȧP0

ra2 2
3kKcȧ

ra2 S ac

a D 3k

. ~33!

Solving ~32! for ä andü and inserting the results, along
with ~33!, into ~31!, we find

fS$r ,tuQ%52H a2ȧ

r 8~r ! F113
P0

rc22
3k

2

Kc

rc2 S ac

a D 3kG
2

2a2u̇

3r 8~r ! S ga

c2 D J F11
u̇

c
g8~r !G1¯ . ~34!

Finally, we recognize that, during the oscillation phase,P0

and Kc(ac /a)3k remain small relative to the fluid’s bulk
modulus rc2, and that the Froude numberc2/ga is very
large. Thus, the appropriate form of the source potential is
simply

fS$r ,tuQ%52
q

r 8~r ! S 11
u̇

c
g8~r ! D1¯ , ~35!

where the stationary-source strengthq5a2ȧ.
Next, we insert~23b! into ~30! and again apply the bi-

nomial theorem to the negative powers ofl to obtain
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fD$r ,tum%52
a3u̇g8~r !

2r 82~r ! H F112
u̇

c
g8~r !G

1F u̇

c
g8~r !1

z8~r !ü2u̇2

c2 GF113
u̇

c
g8~r !G J

1F a3u̇2

2cr82~r !
2

~3a2ȧu̇1a3ü!g8~r !

2cr8~r ! G
3F112

u̇

c
g8~r !G1¯ . ~36!

To resolve this equation, we must replaceü with an expres-
sion written in terms of lower-order derivatives. Becauseü is
divided by eitherc or c2 in ~36!, ~32b! constitutes an accept-
able equation from which to obtainü. Insertingü from ~32b!
into ~36!, we find

fD$r ,tum%52
a3u̇g8~r !

2r 82~r ! F113
u̇

c
g8~r !GF11

2gz8~r !

c2 G
1

a3u̇2

2cr82~r !
2

~3a2ȧu̇1a3ü!g8~r !

2cr8~r !

2
2a2u̇g82~r !

r 8~r ! S ga

c2 D1¯ . ~37!

The two Froude numbersc2/gz8(r ) andc2/ga that appear in
this equation are very large; hence, we obtain

fD$r ,tum%52
m

r 82~r ! H F113
u̇

c
g8~r !Gg8~r !2

u̇

cJ
2

ṁg8~r !

cr8~r !
1¯ , ~38!

whereṁ5 1
2(a

3ü13a2ȧu̇).
From ~22!, ~35!, and ~38!, the complete expression for

the velocity potential throughO(M ) may be written in Car-
tesian coordinates~x, y, z! and current timet as

f~r ,t !52q~ t8!Q~r ,t8!2m~ t8!M~r ,t8!

2ṁ~ t8!N~r ,t8!, ~39!

with previously defined functions

t85t2$Ax21y21@z2u~ t8!#22R%/c, ~40a!

q~ t8!5a2~ t8!ȧ~ t8!, ~40b!

m~ t8!5 1
2a

3~ t8!u̇~ t8!, ~40c!

ṁ~ t8!5 1
2@a3~ t8!ü~ t8!13a2~ t8!ȧ~ t8!u̇~ t8!#, ~40d!

and newly introduced functions

Q~r ,t8!5
1

r 8~r ,t8!
1

z8~r ,t8!

r 82~r ,t8!
u̇~ t8!/c, ~41a!

M~r ,t8!5
z8~r ,t8!

r 83~r ,t8!
2

u̇~ t8!/c

r 82~r ,t8!
1

3z82~r ,t8!

r 84~r ,t8!
u̇~ t8!/c,

~41b!

N~r ,t8!5c21
z8~r ,t8!

r 82~r ,t8!
. ~41c!

We recall that z8(r ,t8)5z2u(t8) and r 8(r ,t8)
5Ax21y21z82(r ,t8)2.

C. Small translation relative to standoff

Now, t8 is only given implicitly in~40a! for a given field
point. This is unnecessary, however, when (u/r )2!1, so it is
worthwhile to simplify the computation under this condition.
To this end, we find that

r 8~r ,t8!5r 2
z

r
u~ t8!1¯ . ~42!

From this and~40a!, u(t8) may be expanded in a Taylor
series as

u~ t8!5u~ t !2
u̇~ t !

c F r 2R2
z

r
u~ t !G1¯ , ~43!

which is valid for (u̇/c)2!1. Hence,~40a!, ~42!, and ~43!
yield the explicit formula

t85t2c21H ~r 2R!F11
z

r
u̇~ t !/cG2

z

r
u~ t !J 1¯ . ~44!

D. Pressure and velocity fields

We obtain the acoustic pressure field frompac(r ,t8)
52r]f(r ,t8)/]t and ~39! as

pac~r ,t !5rFq~ t8!
]

]t8
Q~r ,t8!1q̇~ t8!Q~r ,t8!

1m~ t8!
]

]t8
M~r ,t8!1ṁ~ t8!M~r ,t8!

1ṁ~ t8!
]

]t8
N~r ,t8!1m̈~ t8!N~r ,t8!G ]t8

]t
~r ,t8!.

~45!

Here, from~40b! and ~d!,

q̇~ t8!5a2~ t8!ä~ t8!12a~ t8!ȧ2~ t8!, ~46a!

m̈~ t8!5 1
2@a3~ t8! û~ t8!16a2~ t8!ȧ~ t8!ü~ t !

13a2~ t8!ä~ t8!u̇~ t8!16a~ t8!ȧ2~ t8!u̇~ t8!#,

~46b!

and, from~41! and ~40a!

]

]t8
Q~r ,t8!5

z8~r ,t8!u̇~ t8!

r 83~r ,t8!
1

z8~r ,t8!ü~ t8!2u̇2~ t8!

cr82~r ,t8!

1
2z82~r ,t8!u̇2~ t8!

cr84~r ,t8!
, ~47a!
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]

]t8
M~r ,t8!52

u̇~ t8!

r 83~r ,t8!
1

3z82~r ,t8!u̇~ t8!

r 85~r ,t8!

2
ü~r ,t8!

cr82~r ,t8!
1z8~r ,t8!

3
3z8~r ,t8!ü~ t8!28u̇2~ t8!

cr84~r ,t8!

1
12z83~r ,t8!u̇2~ t8!

cr86~r ,t8!
, ~47b!

]

]t8
N~r ,t8!52

u̇~ t8!

cr82~r ,t8!
1

2z8~r ,t8!u̇~ t8!

cr84~r ,t8!
, ~47c!

]t8

]t
~r ,t8!5F12

z8~r ,t8!

r 8~r ,t8!
u̇~ t8!/cG21

511
z8~r ,t8!

r 8~r ,t8!
u̇~ t8!/c1¯ . ~47d!

We determine thex component of fluid velocity from
ux(r ,t8)5]f(r ,t8)/]x and ~39! as

ux~r ,t !52Fq~ t8!
]

]x
Q~r ,t8!1q̇~ t8!Q~r ,t8!

]t8

]x
~r ,t8!

1m~ t8!
]

]x
M~r ,t8!1ṁ~ t8!M~r ,t8!

]t8

]x
~r ,t !

1ṁ~ t8!
]

]x
N~r ,t8!1m̈~ t8!N~r ,t8!

]t8

]x
~r ,t8!G ,

~48!

where, from~41! and ~40a!

]

]x
Q~r ,t8!52

x

r 83~r ,t8! F112
z8~r ,t8!

r 8~r ,t8!
u̇~ t8!/cG

1
]

]t8
Q~r ,t8!•

]t8

]x
~r ,t8!, ~49a!

]

]x
M~r ,t8!52

x

r 84~r ,t8! F3
z8~r ,t8!

r 8~r ,t8!
22u̇~ t8!/c

1
12z82~r ,t8!u̇~ t8!/c

r 82~r ,t8! G
1

]

]t8
M~r ,t8!•

]t8

]x
~r ,t8!, ~49b!

]

]x
N~r ,t8!52

2xz8~r ,t8!

cr84~r ,t8!
1

]

]t8
N~r ,t8!•

]t8

]x
~r ,t8!,

~49c!

]t8

]x
~r ,t8!52

x/c

r 8~r ,t8! F12
z8~r ,t8!

r 8~r ,t8!
u̇~ t8!/cG21

52
x/c

r 8~r ,t8! F11
z8~r ,t8!

r 8~r ,t8!
u̇~ t8!/cG1¯ .

~49d!

The y component of velocity,uy(r ,t), is obtained by replac-
ing x with y in ~48! and ~49!.

Finally, we determine thez component of fluid velocity
from uz(r ,t)5]f(r ,t8)/]z and~39!, which yields~48! with
x replaced byz, and with

]

]z
Q~r ,t8!52

z8~r ,t8!

r 83~r ,t8!
1

u̇~ t8!/c

r 82~r ,t8! H 122Fz8~r ,t8!

r 8~r ,t8!G
2J

1
]

]t8
Q~r ,t8!•

]t8

]z
~r ,t8!, ~50a!

]

]z
M~r ,t8!5

1

r 83~r ,t8! H 123Fz8~r ,t8!

r 8~r ,t8!G
2J

1
4z8~r ,t8!

r 84~r ,t8! H 223Fz8~r ,t8!

r 8~r ,t8!G
2J u̇~ t8!/c

1
]

]t8
M~r ,t8!•

]t8

]z
~r ,t8!, ~50b!

]

]z
N~r ,t8!5

1

cr82~r ,t8! H 122Fz8~r ,t8!

r 8~r ,t8!G
2J

1
]

]t8
N~r ,t8!•

]t8

]z
~r ,t8!, ~50c!

]t8

]z
~r ,t8!52

z8~r ,t8!

cr8~r ,t8! F12
z8~r ,t8!

r 8~r ,t8!
u̇~ t8!/cG21

52
z8~r ,t8!

cr8~r ,t8! F11
z8~r ,t8!

r 8~r ,t8!
u̇~ t8!/cG1¯ . ~50d!

Two remarks are appropriate at this point. First, the
fields produced by an incompressible-fluid field-generation
model@Taylor ~1942!; Shiffman and Friedman~1943!; Hicks
~1970!# are obtained by simply lettingc→` in ~41!, ~47!,
~49!, and~50!. Second, it is often more desirable to have the
axisymmetric velocity fields expressed in terms of the
primed coordinate system shown in Fig. 2. The expressions
for ur8(r ,t) anduu8(r ,t) are given in the following section.

E. Velocity field in a moving spherical coordinate
system

Expressions for the fluid–velocity components in the
moving spherical-coordinate system of the bubble are ob-
tained here through transformation of the Cartesian velocity
components. The transformation matrix follows from the
unit-vector definitions~19!–~21!, which are written here as

er8~r ,t8!5gx8~r ,t8!i1gy8~r ,t8!j1gz8~r ,t8!k, ~51a!

eu8~r ,t8!5
r 8~r ,t8!

Ax21y2
$gx8~r ,t8!gz8~r ,t8!i

1gy8~r ,t8!gz8~r ,t8!j2@gx8
2~r ,t8!

1gy8
2~r ,t8!#k%, ~51b!

en8~r !5
1

Ax21y2
@2yi1xj #, ~51c!
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where the direction cosinesgx8 , gx8 , andgz8 are given by

gx8~r ,t8!5
x

r 8~r ,t8!
, ~52a!

gy8~r ,t8!5
y

r 8~r ,t8!
, ~52b!

gz8~r ,t8!5
z8~r ,t8!

r 8~r ,t8!
. ~52c!

Note that~52c! is the same as~27b!. Multiplying ~51b! and
~c! by Ax21y2/r 8(r ,t8) andAx21y2, respectively, and sub-
stituting velocity quantities for unit-vector quantities, we ob-
tain by inspection the transformation of velocity from the
Cartesian system to the primed system as

F ur8~r ,t !

uu8~r ,t !Ax21y2/r 8~r ,t !

un8~r ,t !Ax21y2
G

5F gx8 gy8 gz8

gx8gz8 gy8gz8 2~gx8
21gy8

2!

2y x 0
G

r ,t8

F ux~r ,t !
uy~r ,t !
uz~r ,t !

G . ~53!

Because the velocity field is axisymmetric,un850.
From ~48! we may write the Cartesian velocity compo-

nents in the general form

uxi
~r ,t !52Fq~ t8!

]

]xi
Q~r ,t8!1q̇~ t8!Q~r ,t8!

]t8

]xi
~r ,t8!

1m~ t8!
]

]xi
M~r ,t8!1ṁ~ t8!M~r ,t8!

]t8

]xi
~r ,t8!

1ṁ~ t8!
]

]xi
N~r ,t8!1m̈~ t8!N~r ,t8!

]t8

]xi
~r ,t8!G ,

~54!

in which xi5(x,y,z). The partial derivatives in this equa-
tion, which are given by Eqs.~49! and ~50!, may be written
in terms of the direction cosines~52!. Proceeding first with
thex component of velocity, we employ~49d!, ~52!, and~26!
to find

]t8

]x
~r ,t !52

gx8~r ,t8!

cl~r ,t8!
. ~55!

The remaining three partialx derivatives may be similarly
treated by introducing~52! and ~55! into ~49a!–~c!, which
yields, after some manipulation

]

]x
Q~r ,t8!52

gx8~r ,t8!

r 8~r ,t8!
Q~r ,t8!2

gx8~r ,t8!

cl~r ,t8!
•

]

]t8

3Q~r ,t8!1
u̇~ t8!

cr82~r ,t8!
gx8~r ,t8!gz8~r ,t8!,

~56a!

]

]x
M~r ,t8!52

2gx8~r ,t8!

r 8~r ,t8!
M~r ,t8!

2
gx8~r ,t8!

cl~r ,t8!
•

]

]t8
M~r ,t8!1

1

r 83~r ,t8!

3F116
u̇~ t8!

c
gx8~r ,t8!Ggx8~r ,t8!gz8~r ,t8!,

~56b!

]

]x
N~r ,t8!52

gx8~r ,t8!

r 8~r ,t8!
N~r ,t8!2

gx8~r ,t8!

cl~r ,t8!
•

]

]t8

3N~r ,t8!1
1

cr8~r ,t8!
gx8~r ,t8!gz8~r ,t8!. ~56c!

The corresponding partialy derivatives are given by~55! and
~56! with x replaced byy. To obtain the partialz derivatives,
we first introduce~52! and ~26b! into ~50d! to get

]t8

]z
~r ,t8!52

gz8~r ,t8!

cl~r ,t8!
. ~57!

Then, we introduce this equation, along with~52!, into
~50a!–~c!, and manipulate the resulting equations to obtain

]

]z
Q~r ,t8!52

gz8~r ,t8!

r 8~r ,t8!
Q~r ,t8!2

gz8~r ,t8!

cl~r ,t8!
•

]

]t8

3Q~r ,t8!1
u̇~ t8!

cr82~r ,t8!
@12gz8

2~r ,t8!#,

~58a!

]

]z
M~r ,t8!52

2gz8~r ,t8!

r 8~r ,t8!
M~r ,t8!2

gz8~r ,t8!

cl~r ,t8!
•

]

]t8

3M~r ,t8!1
1

r 83~r ,t8!

3F116
u̇~ t8!

c
gz8~r ,t !G@12gz8

2~r ,t8!#,

~58b!

]

]z
N~r ,t8!52

gz8~r ,t8!

r 8~r ,t8!
N~r ,t8!2

gz8~r ,t8!

cl~r ,t8!
•

]

]t8

3N~r ,t8!1
1

cr8~r ,t8!
@12gz8

2~r ,t8!#.

~58c!

The two nonzero velocity components in the primed co-
ordinate system are now obtained by the following proce-
dure. Equations~55! and ~56! are introduced into~54! to
obtainux(r ,t); uy(r ,t) is obtained in similar fashion. Next,
uz(r ,t) is found by inserting~57! and ~58! into ~54!. The
resulting expressions for the three Cartesian velocities are
then introduced into~53!, and, through matrix multiplication
and use of the identitygx8

2(r ,t8)1gy8
2(r ,t8)1gz8

2(r ,t8)51,
the radial velocity is found to be
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ur8~r ,t !5
q~ t8!

r 8~r ,t8!
Q~r ,t8!1

1

cl~r ,t8! Fq~ t8!
]

]t8
Q~r ,t8!

1q̇~ t8!Q~r ,t8!G1
2m~ t8!

r 8~r ,t8!
M~r ,t8!

1
1

cl~r ,t8! Fm~ t8!
]

]t8
M~r ,t8!1ṁ~ t8!M~r ,t8!G

1
ṁ~ t8!

r 8~r ,t8!
N~r ,t8!1

1

cl~r ,t8! F ṁ~ t8!
]

]t8
N~r ,t8!

1m̈~ t8!N~r ,t8!G , ~59!

and the meridional velocity is found to be

uu8~r ,t !5H q~ t8!u̇~ t8!

cr82~r ,t8!
1

m~ t8!

r 83~r ,t8! F116
u̇~ t8!

c
gz8~r ,t8!G

1
m̈~ t8!

cr8~r ,t8!J sinu8~r ,t8!, ~60!

in which sinu8(r ,t8)5A12gz8
2(r ,t8).

IV. COMPUTATIONAL RESULTS

In this section, we show bubble-motion histories, as well
as histories andsnapshotsof far-field pressure and fluid ve-
locity, for underwater explosions in seawater, treated as both
a compressible fluid (r51025 kg/m3, c51524 m/s) and as
an incompressible fluid (r51025 kg/m3, c5`). The term
‘‘snapshot’’ is used here to refer to a plot of a far-field quan-
tity as a function of the radial distance from the bubble at a
specific instant in time. Pressure, displacement, and time are
normalized to the quantities

p̄5patm1rgd̄, ā5ac~Kc / p̄!1/3k, t̄ 5ā/Ap̄/p. ~61!

A. Small, deep bubble

Comparisons are made for this case with experimental
data from Aronset al. ~1948!, Arons and Yennie~1948!, and
Swift and Decius~1948!. These data consist of maximum
bubble radii, times of minimum bubble radius, and pressure
histories. Withmc as charge mass, the data from the first two
sources pertain to the ‘‘reduced standoff’’mc /R
50.887 kg1/3/m ~0.352 lb1/3/ft! for 0.229-kg ~0.5-lb!,
1.137-kg~2.5-lb!, and 5.448-kg~12.0-lb! charges of 1.5-g/cc
TNT detonated at depths of 76.2 m~250 ft! and 152.4 m~500
ft!. The data from Swift and Decius~1948! pertain to 19
0.30-kg~0.66-lb! shots of 1.5-g/cc TNT detonated at depths
of 91.5 m~300 ft!, and 167.6 m~550 ft!. The bubbles in all
of these tests exhibited maximum radii less than 1 meter and
translated less than 1/2% of their detonation depths. Such
translation caused less than a 5% change inr at any field
point where measurements were taken. Hence, the effects of
bubble translation were found to be negligible. The ranges of
the normalization values for this case are 845 KPa
(123 psi)< p̄<1.59 MPa ~231 psi!, 17.2 cm (6.76 in.)<ā

<58.0 cm~22.9 in.!, and 4.3 ms< t̄<20 ms.
Figure 3 shows bubble-radius histories for a spherical

charge computed from~7! during the shock-wave phase (0

<t<16Tc) and, for u(t)50, with three different dilation
EOM during the oscillation phase (t.16Tc) @Geers and
Hunter ~2002!#. The first is Lamb’s incompressible-flow
EOM ~1923!, the second is the EOM of Keller and Kolodner
~1956!, denoted by K&K, and the third is the EOM of Geers
and Hunter~2002!, denoted by G&H. Also shown in Fig. 3
are boxes consisting of horizontal lines that mark measured
bubble maxima and vertical lines that mark the times of mea-
sured bubble minima.

Figure 4 shows calculated pressure histories fort
.16Tc ~oscillation phase! at a standoffr 5R54.0ā. The
pressure histories are produced by the three bubble histories
of Fig. 3 and by ~45! with u̇50. The range ofTc is
0.51 ms<Tc<1.46 ms. For consistency,c5` was used in
~41! and ~47! to perform the pressure calculations for the
Lamb history, whereasc5152 m/s was used to perform the
calculations for the Keller and Kolodner~K&K ! and the
Geers and Hunter~G&H! histories. Shown in small circles
are pressure-history data from Arons and Yennie~1948!,
which dictated the rather small standoff being considered.
Also appearing in Fig. 4 are values for the integrals of pres-
sure over the first and second bubble pulses (I 1 and I 2 , re-
spectively!, each of which extends from a zero crossing with
a positive slope to the following zero crossing, which has a
negative slope. It is worth remarking that, even at this small
standoff, the dynamic pressurepac2r(¹f•¹f)/2 is indis-
tinguishable from the acoustic pressure.

We see in Fig. 4 that the first G&H bubble pulse agrees
very well with the corresponding measured pulse. The sec-
ond G&H bubble pulse also agrees well with its measured
counterpart, although it occurs a little late. The first K&K
bubble pulse yields an accurate pressure-integral value, but
the pressure history itself is not accurate. The second K&K
bubble pulse and both Lamb bubble pulses are unsatisfac-
tory.

The deficiency of the Lamb bubble pulses in Fig. 4 is
not due to the use ofc5` in ~41! and~47! when generating
the pressure field from the Lamb dilation history in Fig. 3.
This is demonstrated in Fig. 5, which shows pressure histo-
ries generated from the G&H dilation history in Fig. 3 by
means of~45!, ~41!, and ~47! with c51524 m/s and withc
5`. We see that thec51524-m/s pressure histories are de-

FIG. 3. Dilation bubble-displacement histories produced by three dilation
EOM.
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layed in time by (r 2R)/c relative to thec5` pressure his-
tories, which is of little significance. Hence, we conclude
that the calculation of a pressure history at a given point may
be accomplished satisfactorily with the incompressible-flow
generator consisting of~45!, ~41!, and~47! with c5`.

The conclusion of the previous paragraph does not
mean, however, that the calculation of a pressurefield over
an extended region may be accomplished satisfactorily with
the incompressible-flow field generator. This is demonstrated
in Fig. 6, which shows pressure snapshots produced by
means of~45!, ~41!, and ~47! with c51524 m/s andc5`.
We see that thec51524-m/s snapshots exhibit true wave-
propagation behavior, with the pulse decaying as 1/r while
moving across the window 5<r /ā<15 at the speed of
sound. In contrast, thec5` snapshots merely exhibit the
instantaneous 1/r decay characteristic of an incompressible
flow field. If one is interested in the field only in the annular
region R2D/2<r<R1D/2, and if the spatial pulse width,
W5cT ~whereT is the temporal width!, is much larger than
D, the incompressible pulse generator is adequate. In Fig. 6,
R55ā and W'3ā; hence, one would expect the incom-
pressible flow-field generator to produce satisfactory fields in
the annular region with midsurfaceR55ā and thicknessD
50.3ā.

Figure 7 shows calculated radial-velocity histories atr
5R54.0ā produced by~12! for the shock-wave phase, and
by ~59! with u(t)50 and the three dilation histories of Fig. 3
for the oscillation phase. Here too, the fluid–velocity calcu-
lation based on the Lamb dilation history pertains toc5`,
whereas those based on the K&K and G&H dilation histories
pertain toc51524 m/s. Unfortunately, no experimental data
for fluid velocity exist for this case. We see in Fig. 7 that the
K&K and G&H velocity histories are fairly close to one
another, and that the Lamb history deviates quite severely
from the other two after the first bubble pulse.

B. Large bubble at intermediate depth

As mentioned above, Figs. 3–7 pertain to a situation in
which bubble translation is negligible; such depths are char-
acterized by p̄/rgā.65 @Snay ~1962!; Snay and Tipton

~1962!#. At shallow depths, for whichd̄,10ā, free-surface
effects are pronounced@Taylor and Davies~1942!#, and must
be included in the bubble model. At intermediate depths,
bubble translation is significant, but the effects of the free
surface on bubble motion are minor. Here, we consider an
intermediate-depth situation: a 226.7-kg~500-lb! charge of
1.5-g/cc TNT detonated at a depth of 45.7 m~150 ft!. This
bubble has an initial-depth equilibrium radiusā52.25 m
~7.39 ft!, and translates 3.35 m~11 ft! between the times of
its first and second radial minima. Hence,d̄/ā520, p̄

5547 KPa~79.3 psi!, t̄ 596.3 msec, andp̄/rgā524.

FIG. 4. Pressure histories produced by the bubble-displacement histories of
Fig. 3 and~45! with u(t)50; r 5R54ā.

FIG. 5. Pressure histories produced by the G&H bubble-displacement his-
tory of Fig. 3 and~45! with u(t)50 at three field locations;R55ā.
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Shown in Fig. 8 are dilation and translation histories for
this bubble, as computed with~7! for the shock-wave phase,
and with Eqs.~67! and ~69! in Geers and Hunter~2002! for
the oscillation phase. Because of bubble distortion, transla-
tion is not well predicted by a spherical-bubble model.
Hence, form drag has been introduced to reduce bubble
translation, parametrized by the drag coefficientCD @Hicks
~1970!#. In Fig. 8~a!, CD50 yields good agreement with
experimental data for dilation, but in Fig. 8~b! it yields poor

agreement with experimental data for translation after the
time of first bubble minimum. In Fig. 8~b!, CD51 yields
good agreement with experimental data for translation, but in
Fig. 8~a! it yields poor agreement with experimental data for
dilation after the time of first bubble minimum. There is no
value ofCD that produces satisfactory results for both dila-
tion and translation, which illustrates the deficiency of a
spherical bubble model at intermediate depths.

FIG. 6. Pressure snapshots produced by the G&H bubble-displacement his-
tory of Fig. 3 and~45! with u(t)50 at three times;R55ā.

FIG. 7. Radial-velocity histories, produced by the bubble-displacement his-
tories of Fig. 3 and~59! with u(t)50; r 5R54ā.

FIG. 8. Dilation and translation bubble-displacement histories from~67! and
~69! in Geers and Hunter~2002!, compared with experimental data from
Snay~1962! and Hicks~1970!.
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Figure 9 shows pressure histories based on theCD50
andCD51 histories of Fig. 8. The solid curves are the prod-
uct of ~45! in their entirety, whereas the dashed curves are
the product of~45! with m(t) and its derivatives set to zero.
Hence, the dashed curves pertain to computations in which
translation is included in the calculation of bubble motion
but not in the calculation of radiated pressure. The dotted
curves pertain to computations in which translation is ne-
glected altogether. We observe in Fig. 9 that the effects of
varyingCD between zero and one~dark curves vs their light
counterparts! are manifested principally in the timing of the
second bubble pulse. We also observe that neglecting the
dipole contribution to the radiated pressure can produce sig-
nificant error in calculated pulse peaks~dashed curves vs
their solid counterparts!.

Looking further at Fig. 9, we see that neglecting trans-
lation in the calculation of bubble motion produces very
large error~dotted curves vs their solid counterparts!, as pre-
viously found by Hicks~1970!. The reason for this resides in
the response valleys att/ t̄ 54.6 in Fig. 8~a!. We observe that
the CD50 andCD51 valleys are about equally sharp, but
that the valley foru(t)50 is much sharper, thereby produc-
ing a higher pressure pulse. The same is true for the second
set of valleys, but to a lesser degree. Finally, by comparing
the solid curves in Fig. 9~a! with their counterparts in Fig.
9~b!, we conclude that dipole radiation makes a significant
contribution to far-field pressure.

Figure 10 shows radial velocity historiesur8 from ~59!
that correspond to the pressure histories in Fig. 9. At a given
time t, ur8 points in the direction of the vector from the
bubble center at timet8 to the field point of interest. We
observe that varyingCD between zero and one~dark curves
vs their light counterparts! produces the same timing effect
seen in Fig. 9, but atu545° also affects velocity magnitude
after the first bubble minimum. Neglecting bubble transla-
tion, either partially~dashed curves vs their solid counter-
parts! or totally ~dotted curves vs their solid counterparts!,
produces large error whenCD50, but smaller error when
CD51. A comparison of the solid curves in Fig. 10~a! with
their counterparts in Fig. 10~b! shows that dipole radiation
plays even a larger role in the velocity field than it does in
the pressure field.

Finally, Fig. 11 displays again theCD50 and CD51
radial velocity histories from~59! seen in Fig. 10, but adds
the corresponding meridional velocity historiesuu8 from ~60!.
We see thatur8 consistently overshadowsuu8 , which would
be expected in the moving coordinate frame. However, in the
fixed spherical coordinate system defined byer ,eu

5@er8 ,eu8# t50 , this is not the case.

V. CONCLUSION

Equations~45!, ~48!, ~59!, and ~60! constitute closed-
form expressions for the pressure and velocity fields gener-

FIG. 9. Pressure histories produced with the bubble displacement histories
of Fig. 8 and~45!; r 5R55ā.

FIG. 10. Radial-velocity histories, in the moving coordinate system, pro-
duced with the bubble-displacement histories of Fig. 8 and~59!; r 5R
55ā.
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ated by an underwater explosion. These expressions are valid
in the far field (r 2.10ā2) when free-surface effects are neg-
ligible (d̄.10ā, z,d̄210ā), and incorporate the effects of
bubble dilation and translation. As seen in Fig. 4 for the
G&H bubble, computational results exhibited good agree-
ment with experimental data for deep bubbles; experimental
data are lacking for bubbles at intermediate depths.

Figure 4 demonstrates that the G&H bubble model is
clearly superior to the Lamb and K&K models as inputs for
the generation of pressure and velocity fields. Figure 6 shows
that field generation based on an incompressible-flow model
produces accurate results only in a thin annular region (R
2D<r<R1D) with the charge as its center. Computational
results for large bubbles at intermediate depth~Fig. 8! exhibit
the limitations of spherical bubble models when translation
is significant. They also show~Figs. 9 and 10! that dipole
radiation can contribute substantially to the pressure and ve-
locity fields. Finally, it is seen in Fig. 1 that the refined si-
militude relation given in Sec. II A constitutes a substantial
improvement over previous relations. The models described
herein have been implemented in theCFA2 code, which is
distributed by Anteon Corporation~khunter@anteon.com!.
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Acoustic identification of a single transmission at 3115 km
from a bottom-mounted source at Kauai
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Sounds received in the Gulf of Alaska at 3115 km from the ATOC/NPAL source at Kauai~75 Hz,
0.027-s resolution, bottom-mounted! are compared with acoustic and oceanographic models. Unlike
data collected at stationary SOSUS arrays, these data come from a towed horizontal array at 372-m
depth of military origin. A plausible identification of the acoustic reception is made despite the fact
that only one transmission is collected and sound interacts with the bottom near the source. The
similarity between the modeled and measured impulse response here may be useful for
understanding the signals between this same source and the NPAL array near southern California.
The plausible identification of sound from the horizontal array here appears to point toward the
feasibility of using other military platforms of opportunity besides SOSUS to study acoustic
propagation and possibly map climatic changes in temperature by means of tomography. ©2004
Acoustical Society of America.@DOI: 10.1121/1.1650014#

PACS numbers: 43.30.Cq, 43.30.Re, 43.30.Pc@RAS#
Pages: 1497–1504

I. INTRODUCTION

Synthetic aperture receivers may yield sufficient resolu-
tion to tomographically image climatic temperature varia-
tions in the ocean related to El Nin˜o and the Southern Oscil-
lation using signals from a few sources.1 While sparse
sampling may reveal interesting features of climatic change,
there may not be enough sound surveillance systems~SO-
SUS! or other stationary receivers to map these features us-
ing tomography without interpolating between sections using
a dynamical model of the ocean’s circulation.2 This paper
indicates that a towed horizontal array can be used to process
and identify acoustic paths over ocean basin scales from a
single transmission from the ATOC3 source at Kauai. Since
the received data come from a military origin, it appears that
similar arrays could augment stationary receivers to provide
a synthetic aperture for mapping climatic variations as the
ships move from day to day.

Historically, it was suggested that the mesoscale could
be mapped with stationary sources and receivers.4 A moving
source was used to map the mesoscale in a 300 by 300-km2

area.5 A moving ship was used to map the mesoscale within
a 1000-km-diam circle in the Atlantic.6 These investigations
used instruments with accurate time keeping and navigation.

Mapping the mesoscale seems possible in a mesoscale
sized box using inaccurately navigated receivers.7 Models
indicate that synthetic aperture receivers can have location
errors of O~1! km and still accurately map climatic variations
of temperature such as those due to El Nin˜o and the Southern
Oscillation.1,8 In particular, the simulations suggest that to-
mographic images of Rossby waves of order O~500! km and
other large variations are well resolved using moving receiv-
ers with very poor navigation. The effects from a semi-

realistic mesoscale are almost negligible in these simulations
because of the dominant effects from large scales of tempera-
ture on acoustic travel time. These results suggest the possi-
bility of using mobile receivers for studying climate change
by means of tomography. A needed demonstration involves
processing sounds and identifying acoustic paths that propa-
gate over basin-scales to mobile receivers.

To do tomography between a fixed source on the bottom
and mobile receivers, it appears to be useful to investigate
two things. First, it is useful to see if acoustic paths can be
identified with imperfect information concerning the bottom
depth and subbottom properties near the source. It is possible
that the difficulty in understanding the acoustic signal be-
tween the Kauai source and an array near southern California
is due to misunderstood interactions between sound and the
bottom near the sourceand the receiver.3 On the other hand,
sounds as received on the towed array discussed in this paper
do not interact with the bottom near the receiver, so this
geometry is simpler to analyze. A plausible identification is
made by assuming that ray paths reflect specularly from the
bottom near the source.

Second, it appears necessary to find out if path identifi-
cation can be made from a single transmission from the
source, instead of the traditional method of using numerous
transmissions interspersed over a day or longer. With many
transmissions, it is possible to average many records to es-
tablish stable arrivals that may otherwise fade for a minute or
so due to scattering. The fading of acoustic paths is analo-
gous to the twinkling of stars at night due to atmospheric
turbulence. The results of this paper support the view that a
single transmission can be enough to understand acoustic
pulses at the receiver. This appears to be the first time that a
model is used to identify signals from a single transmission
at basin-scales.a!Electronic mail: johnsr@sas.upenn.edu
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II. EXPERIMENT

The source9 is mounted on the bottom at 816-m depth
and 22.349°N, 200.43033°E near Kauai. Power and accurate
timing are provided through a cable running to the shore. A
broadband signal is transmitted at a center frequency of 75
Hz. The phase of the carrier is modulated every two cycles
using a linear maximal shift register sequence having 1023
digits. The first zeros in the emitted spectrum are at 75/2
537.5 Hz on either side of 75 Hz. The signal periodicity and
level are (1023)2/75527.280 s and 195 dBre 1 mPa @ 1 m,
respectively. Of the 20 min or 44 transmitted periods begin-
ning at 18:00 on 7 November 1997, 14 min, or 32 periods,
are analyzed here.

The receiver is a horizontal array of U.S. military origin
towed at 372-m depth. The forward modeling in this paper
sets its location at 50.0967°N, 205.8467°E, which is written
with much greater precision than its accuracy of a few kilo-
meters. The precision is given so others might model this
section using the same coordinates used here.

The geodesic length between the source and receiver is
3115.45 km~Fig. 1!. During the arrival of the signal, the
array speed is 2.5 m/s and its heading is 137°T. Since the
bearing angle to the source is about 190°T, the incoming
signal makes an angle of about 53° with respect to the head-
ing of the ship. During the 14 min of data reception, the ship
travels 2.2 km and is 1.3 km closer to the source at the end of
the 14 min. The data are time stamped with an accuracy of 5
to 10 s. In this paper, it is not possible to compare predictions
of acoustic travel time with the data because of the uncer-
tainties of position and timing. However, the sample rate of
the data is stable and accurate.

III. DATA

Using standard techniques the data are first beamformed
toward the source. Next, each 27.280-s M-sequence period is

adjusted for various possible Doppler corrections and corre-
lated with a replica of the transmitted sequence. Replica cor-
relation with a linear maximal shift register sequence com-
presses 27.280 s of energy from each acoustic path into a
pulse of duration 2/7550.026 67 s with a theoretical gain of
10 log10(1023)530 dB. The Doppler correction yielding the
largest signal-to-noise ratio is chosen for each period. This
procedure yields sufficient signal-to-noise ratio to examine
the impulse response.

A few words can be said about the coherent integration
time of this signal, though it has no bearing on other results
in this paper. If one chooses the average Doppler correction
among the 32 processed periods, the signal can be coherently
integrated for 80 s. It is not known if one could integrate for
a longer period than this if one utilized a different Doppler
correction for each period. This type of processing would
explore the degree to which the ship’s change in velocity
affects coherent integration time versus effects due to fluc-
tuations in the ocean.

A ‘‘bit plot’’ is shown for the output of each of 32 pro-
cessed periods of the received signal~top, Fig. 2!. Some
features persist for 14 min and other do not.

Incoherent averages are formed using

a~m!5F 1

32(
r 51

32 id~m,r !i2

s2~r ! G1/2

, m51,2,... ,M , ~1!

where themth complex demodulate of ther th record is
d(m,r ). The variance of the noise for recordr is s2(r ). It is
included to give proper weight to records based on their
signal-to-noise ratio.s2(r ) is estimated from each record
where signal is not present. The energy arrives around 2097
s and ends around 2105 s, a duration of 8 s.

FIG. 1. Plan view of the experiment.
Data come from a source at Kauai and
are collected on a towed array of U.S.
military origin in the Gulf of Alaska.
The heading of the vessel is to the
southeast and makes an angle of about
53° with the geodesic~arrow!.
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IV. MODELS FOR ACOUSTIC PROPAGATION

Different realizations of the internal wave field are mod-
eled to ascertain their effects on acoustic variability. With
previous data, this step has not been needed because many
data sets could be averaged to determine the features of the
data that were stable and could be expected to be identified
from a model. With a single transmission, it is important to
model the effects from a time-evolving internal wave field to
estimate the portions of the model that ought to be stable and
identifiable.

A. Environment

The speed of sound is computed using Del Grosso’s
algorithm10 and Levitus’ climatological averages11 of tem-
perature and salinity for Fall. The depth of minimum speed
varies from 740 m at the source to 105 m at the receiver.
Since the acoustic models use Cartesian coordinates, the
sound speed profiles are translated to Cartesian coordinates
using the Earth-flattening transformation.

Internal waves are modeled with the Garrett–Munk12

spectrum. Currents are ignored, being two orders of magni-
tude less than sound speed perturbations arising from adia-
batic vertical displacements of water in the upper ocean. The
perturbations are added to the climatology of sound speed
described above. Internal wave modes are precomputed and
retrieved as needed at range intervals of 80 km to account for
changes in water depth, buoyancy frequency, and sound
speed. Vertical displacements of these modes are set to zero
at the surface and bottom. For each 80-km interval, a three-
dimensional field of internal waves is computed in a box of
80 km by 80 km byD m whereD is the average depth of the
ocean in that interval. A vertical slice through the box gives
the vertical displacements along the geodesic. The energy of

the internal wave field is taken to be that specified by Garrett
and Munk12 because that energy level has matched observa-
tions with this construction of internal waves before.13 The
literature is not unanimous in its adoption of the best energy
level to use for acoustic modeling.14–16 Further information
on the construction of internal waves is found elsewhere.13

The depth of the bottom near 100 km of the source is
taken from a SEABEAM17 survey ~Bruce Howe, personal
communication!. Beyond this range, depths are taken from a
digital database18 ~Fig. 3!.

For lack of a definitively better set of parameters for the
subbottom near the source, parameters like those used for the
Kaneohe source at Oahu13 are used. The thickness of the
sediment is 200 m. The sound speed at the top of the sedi-
ment divided by that at the bottom of the water column is
1.02. The density of the sediment is 1.7 gm cm23. The at-
tenuation in the sediment is

a~ f !5a0f p~dB m21!, ~2!

where f is the frequency in kHz, p51, and a0

50.02 dB m21 kHz21. The speed in the sediment is taken to
increase with depth as 1 s21. The speed in the basement
divided by that at the bottom of the sediment layer is 2. The
density of the basement layer is 2.5 gm cm23. The attenua-
tion in the basement is given by Eq.~2! except a0

50.5 dB m21 kHz21 and p50.1. Geoacoustic parameters
are needed within 500 km of the source because that is where
the modeled sound field interacts with the bottom. Most of
the interaction occurs in the first 50 km. Afterward, interac-
tions occur with a few deep seamounts.

FIG. 2. The impulse response from the
Kauai source for the section in Fig. 1
on 7 November 1997. The bit plot
shows signal-to-noise ratio from23
dB and less as white to 20 dB and
more as black. Each of the 32 separate
periods of received signal, covering a
total of 14 min, is separately processed
to correct for the motion of the towed
array ~Doppler! and to remove the
shift register sequence code using rep-
lica correlation. The bottom panel is
the incoherent average@Eq. ~1!# of
these 32 processed periods. The axis
for travel time is inaccurate.
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B. Parabolic approximation

The sound speed insensitive parabolic approximation19

is used to compute a two-dimensional field of sound along
the geodesic from 0- to 8000-m depth. Tests19 suggest that
travel times of pulses are computed with an accuracy of a
few milliseconds. The field is modeled at each of 2048
acoustic frequencies. The impulse response is synthesized
with an inverse Fourier transform resulting in a time series
with a period of 27.3 s. In the first 48 km where sound
interacts with the steep slope of Kauai, the computational
grid has an interval of 0.0333 km in range and 3.9 m in
depth. At greater ranges, the grid interval is 0.1333 km in
range and 7.8 m in depth. These values are sufficient to ob-
tain convergence within a few decibels at the receiver.

C. Rays

Fans of rays are traced using a program, zray, that is a
modification of ray.20 Eigenrays are found using another pro-
gram. These programs have been used to identify acoustic
paths before.21 Rays reflect specularly from the bottom. Both
geometric and nongeometric arrivals are found. Geometric
types are those that pass through the source and receiver.
Nongeometric types are those that provide energy at the re-
ceiver on the shadow sides of caustics. For lack of a more
reliable value, rays that reflect from the bottom suffer an
attenuation of 3 dB per bounce. The sound speed field used
for the ray trace is identical to that used for the sound speed
insensitive parabolic model at its computational grid.

V. IDENTIFYING ACOUSTIC PATHS

A. Stable arrivals from models

Stable arrivals are those that can be tracked from day to
day. This cannot be investigated from one data record. In-
stead, models are used to predict stability.

Eight impulse responses are computed from the sound
speed insensitive parabolic approximation.19 The sound
speed field for each comes from Levitus’ climatology and a
field of internal waves. Internal waves are generated at inter-
vals of a day using the linear dispersion relation. Two inco-
herent averages are computed from these eight impulse re-
sponses~Fig. 4!. Seven stable arrivals are labeled~A–G!.
Arrivals after 2105 s do not appear to be stable. Arrival C
does not look very stable but this is probably because there
are not enough model realizations to show its stability. Stable
arrivals before A are unlabeled because they have very low
signal-to-noise ratios in the data. Arrivals A–D appear to
consist of two resolved arrivals, which can be observed in
modeled time fronts~Fig. 5!. Evidently, at the receiver depth
of 372 m, these can be resolved in the presence of the mod-
eled field of internal waves. Temporal separations of later
doublets cannot be resolved. Without internal waves, more
stable arrivals are predicted than when internal waves are
added~Fig. 5!. Figure 4 appears to predict stability better
than the time fronts, especially between 2104 and 2105 s
where it is difficult to judge stability from time fronts.

B. Ray approximation for tomographic inversion

The impulse response from rays looks similar to that
from the parabolic approximation~Fig. 6!. To use rays for
tomographic inversions, it is necessary to show that, for each
stable arrival, the corresponding ray paths are themselves
sampling a similar region of the ocean and that those ray
paths have travel times that are sufficiently accurate.

The first issue can be dealt with by finding the eigenrays
for different representations of ocean fields, and examining
the paths for each realization for each stable arrival. Our
computer resources are insufficient to compute eigenrays
through the internal wave field. Investigators have found that
at long distances, stable arrivals are composed of many rays.

FIG. 3. The depth of the bottom is in-
dicated along the section~Fig. 1! with
details near the source and receiver.
Rays in the top 16 dB making up ar-
rival B1 in Fig. 7 are indicated.
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Some of the arrivals are suitable for tomographic inversion
because their constituent ray paths have similar upper turn-
ing depths even though their turning ranges are quite
different.16,21,22 In this experiment, some stable arrivals are
composed of several rays~A1, A2, B, C2, D1, E2, F1, F2,
G1, G2! even though the mesoscale and internal wave scales
are not incorporated into the sound speed field~Fig. 3!. The
notation ‘‘A1’’ or ‘‘A2’’ denotes the first or second arrival of
a doublet, respectively. Upper turning depths for arrivals
A–G are 237 to 358 m, respectively, near the source and 61
to 1 m, respectively, near the receiver. Most stable arrivals

appear to be suitable for tomographic inversions.
The second issue is whether the travel times from rays

are close enough to a full wave solution of the wave equation
to warrant their use without significant modification. In this
paper, the full wave solution is given by the parabolic ap-
proximation. Travel times of rays and stable arrivals from the
parabolic model can differ because of diffraction23 and due
to the fact that the parabolic model includes propagation into
the subbottom. Rays are only allowed to reflect specularly
from the bottom. Despite these differences, the differences in
modeled travel times are less than 0.03 s, and are typically

FIG. 4. Investigation of predicted path
stability. Top: Incoherent average of
four modeled impulse responses at
one-day intervals where the modeled
time variation is given by the linear
dispersion relation and the Gar-
rett–Munk12 spectrum of internal
waves. Bottom: Same except these are
from four other impulse responses at
one-day intervals. The acoustic recep-
tions are modeled with the sound
speed insensitive parabolic approx-
imation.19 The letters indicate arrivals
which appear to be stable from one
panel to the next.

FIG. 5. Modeled time fronts in the top
1000 m at the receiver without internal
waves~top! and with internal waves at
daily intervals ~bottom 3 rows!. The
receiver is at 372-m depth. The models
are generated with the sound speed in-
sensitive parabolic approximation19

and a Garrett–Munk12 spectrum of in-
ternal waves.
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0.005 s~Table I!. These errors are small compared to the
climatic signal of about 1 s expected from Rossby waves
linked to El Niño and the Southern Oscillation.2

C. Identifying arrivals in the data

The most accurate model for identifying paths is the
incoherent average of the output from the parabolic equation
for eight internal wave fields~Fig. 7!. Using a visual align-
ment, the association with the data is plausible. The seven
stable arrivals, A–G, from the model appear in the data. The
cutoff times from the data and model are similar, but the data
have an extra second of energy at lower levels at the end.
This second of energy may come from a positive bias in the
travel time of sound that is trapped near the depth of mini-

mum speed in the waveguide. Mesoscale eddies appear to
have caused biases of this order in a different transmission at
basin-scales.13

The lack of an accurate time base probably does not
significantly affect the confidence with which the data can be
identified with these models because other oceanographic
variability associated with ENSO can modify travel times by
O~1! s ~Ref. 2!. With a 1-s error from any model, there is a
possibility that the alignment in Fig. 7 is incorrect. However,
it appears to be problematic to shift model times earlier or
later here because both the data and model exhibit a dramatic
drop in level at about 2108.5 s with the alignment in Fig. 7.
It is plausible that the ‘‘extra energy’’ that arrives late in Fig.
7 is due to a bias caused by the mesoscale. Thus, the align-
ment in Fig. 7 is the best one, with other alignments appear-
ing significantly worse. It seems that all acoustic models
have difficulty identifying acoustic arrivals from any basin-
scale section in the North Pacific without any doubt whatso-
ever in the face of the inherent O~1! s uncertainty in travel
time due to unknown variability at climatic scales.

VI. CONCLUSIONS

Acoustic signals at 3115 km from a source near Kauai
can be coherently processed to yield large signal-to-noise
ratios on a towed array in the Gulf of Alaska~Fig. 1!. The
acoustic paths that are predicted to be stable by means of
acoustic and oceanographic models can be identified in the
data. There are discrepancies between the models and data,
particularly during the last second when weak arrivals are
observed that are not present in the model. The models use
climatological and internal wave variations, but do not in-
clude a mesoscale. A previous study13 indicates that the me-
soscale is responsible for a 0.6-s addition of energy at the
end of the reception due to a positive bias in the travel times

FIG. 6. Three models for the propaga-
tion of sound. Top: Same as top panel,
Fig. 4 except this uses all eight inter-
nal wave fields to construct the inco-
herent average. Middle: Sound speed
insensitive parabolic approximation19

where the sound speed field is from
Levitus’ climatology11 for Fall. Bot-
tom: Eigenrays where the sound speed
field is identical to that in the middle
panel. The seven arrivals that appear
to be stable in the models are labeled
A–G.

TABLE I. The difference in travel time between peaks from the parabolic
approximation~pe! and ray models from the bottom two panels of Fig. 6.
Models are computed for the same sound speed field. Peaks are labeled A-G
and the ‘‘1’’ and ‘‘2’’ denote the first and second arrivals of the doublets.

Peak Tpe2Tray ~s!

A1 20.006
A2 20.009
B1 20.005
B2 0.
C1 20.010
C2 20.014
D1 20.005
D2 20.011
E1 20.003
E2 20.006
F1 10.029
F2 20.008
G1 20.004
G2 20.009
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of sounds trapped near the axis of the acoustic waveguide.
Unlike internal waves which have a universal spectrum,12 the
mesoscale is not so simply predicted. It is possible that some
ocean circulation models have a realistic mesoscale that can
be used to predict this bias.

Mobile receivers allow studies of acoustic propagation
to be conducted at relatively little cost for many different
geographic regions. Although SOSUS stations and the single
section studied here yield data that appear to be interpretable
with acoustic and oceanographic models, the outcome may
be more complicated in different areas of the ocean. Being
able to process and identify acoustic paths from the towed
array here seems to keep open the possibility of using mobile
systems for studying climatic temperature changes in the
ocean using tomography and synthetic apertures. Ray models
for some identified features from the data here indicate that
tomographic inversions are feasible~Fig. 3!.

At first thought, inaccurate timing at a receiver may
seem to preclude tomography in the ocean. The literature
contains a paper showing that models of climatic variability
can be accurately mapped from a few sources and 20 mobile
receivers even when the time base in the sources is off by
hours.24 The same principles used in that paper could be
applied to ask if climatic variability could be mapped if the
time bases on mobile receivers were off by hours, but their
time bases were stable over months at a time. It is too early
to conclude that inaccurate time bases at mobile receivers
either could or could not produce accurate maps of climatic
variability. On the other hand, accurate timing could be pro-
vided for towed arrays if desired.

A significant effort is still required to interpret signals
transmitted over basin-scales despite the contemplation of
this effort 83 years ago.25 The process cannot be done in
real-time at this point in history. Once a seemingly correct

choice of acoustic and oceanographic models is used to iden-
tify acoustic paths at a receiver, the computer times required
to do the modeling are counted in weeks rather than in the 30
min or so required for the signal to propagate from the
source to the receiver. Finding a suitable set of acoustic and
oceanographic models usually takes much longer than a few
weeks. Perhaps during the next decades, enough experience
with other data sets and models will make it possible to
accurately predict acoustic signals in many regions of the
ocean. The speeds of computation necessary to make predic-
tions will probably not be a limiting factor when predictions
can be made reliably and routinely.

The modeled signal penetrates the bottom near the
Kauai source. Even though the geoacoustic parameters for
this region are currently not well known from the literature, a
plausible identification is made at basin-scales, even when
the bottom properties are ignored and only specular reflec-
tion from the bottom is allowed~ray model, bottom, Fig. 6,
Table I!. This identical finding13,21 is obtained from the Ka-
neohe source near Oahu~133 Hz, 16 Hz bandwidth, 3709 km
section!. Is it luck that the subbottom need not be well mod-
eled for these sections, or are other acoustic sections more
sensitive to models for propagation in the solid Earth? In any
case, the data from the Gulf of Alaska can be used to test the
way bottom interactions are modeled near the Kauai source.
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25V. H. Lichte, ‘‘Über den Einflußhorizontaler Temperaturschichtung des
Seewassers auf die Reichweite von Unterwasserschallsignalen,’’ Phys. Z.
17, 385–389~1919!. English translation by A. F. Wittenborn, with a for-
ward by R. J. Urick is available from Woods Hole Oceanographic Insti-
tution, Woods Hole, MA 02543.

1504 J. Acoust. Soc. Am., Vol. 115, No. 4, April 2004 John L. Spiesberger: Single transmission identification at 3115 km



Sub-bottom profiling using ocean ambient noise
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Spectral factorization is shown to restore the phase of an incoherent layered sediment reflection
coefficient so that its Fourier transform is the minimum phase impulse response at each angle. The
method requires the reflection coefficient to be known over a range of frequencies and the grazing
angles in question to be above critical. It is developed here in the context of another recently
established technique for extracting the seabed’s plane wave reflection coefficient from ambient
noise data measured on a moored or drifting vertical array~VLA !. Thus it offers the possibility of
sub-bottom profiling from a single platform with no sound source. Limitations of the phase
restoration method are discussed and, using modeled data, comparisons are made between the
‘‘true’’ impulse response derived from the known complex reflection coefficient and the result of
applying spectral factorization to the absolute value of the reflection coefficient. The method is also
demonstrated on experimental reflection loss inferred from ambient noise measurements at three
moored VLA sites and one VLA drift track in the Mediterranean Sea. Sub-bottom profiles~impulse
response versus position! are shown for the drift track demonstrating that one can indeed survey
with only a single directional receiver. The technique appears to perform well when compared with
other profiling techniques and published results. ©2004 Acoustical Society of America.
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I. INTRODUCTION

In sonar applications of underwater acoustics bottom re-
flection loss is usually treated as a frequency domain quan-
tity ~Jensen et al., 1994; Tolstoy and Clay, 1987;
Brekhovskikh and Lysanov, 1982!. That is to say, at each
frequency and grazing angle it has an amplitude and a phase.
In this sense the reflection loss is the frequency response or
transfer function~Rabiner and Gold, 1975! of the seabed,
and with realistic seabeds this function can be complicated
because of multiple arrivals and internal reflections from
sediment layers~Brekhovskikh, 1980!, not to mention vari-
ous types of wave~compression, shear, visco-elastic, and so
on! ~Jensenet al., 1994!. Looking at the same phenomena in
the time domain we see explicit arrivals from the layers and
again later arrivals from interlayer reflections~e.g., Holland
and Osler, 2000!. In this alternative sense the time domain
picture is an impulse response~Rabiner and Gold, 1975! of
the seabed. This arrival structure manifests itself as the ‘‘lay-
ering’’ seen in most geophysical surveying and sub-bottom
profiling techniques~Trabant, 1984!. Clearly the two view
points are equivalent. In fact the complex plane wave reflec-
tion coefficient~the transfer function! at a particular grazing
angle is the Fourier transform~FT! of the impulse response
for that angle. Thus knowing the impulse response for a set
of angles one can calculate the reflection coefficient, or more
importantly, in the current context, one can calculate the
layer picture from the reflection loss. Indeed knowing the
complex reflection coefficient as a function of geographic
position one can reconstruct the sub-bottom profiling result.1

Before discussing the practical complications stemming
from lack of phase information we set these thoughts in the

context of a recently established ‘‘noise inversion’’ technique
where the modulus square of the reflection coefficient is de-
duced from beam-steered ambient noise measurements on a
vertical array ~VLA ! ~Harrison and Simons, 2002; Tang,
2003; Desharnaiset al., 2003; Donelly and Matt, 2003!. Har-
rison shows that the up-to-down-ratio at each angle is, in
fact, the modulus square of the plane wave reflection coeffi-
cient. This technique has already been shown theoretically
~Harrison and Baldacci, 2002a, b! and experimentally~Har-
rison, 2002! to function as a survey technique with a drifting
VLA measuring ‘‘local’’ properties with a footprint of order
the water depth~depending on angle!. Therefore the possi-
bility of converting this result directly to a sub-bottom profile
is an intriguing prospect. The rest of this paper is devoted to
exploring the most contentious step which is how to recon-
struct the apparently lost phase of the reflection coefficient.
Techniques are already available in the literature, in particu-
lar ‘‘spectral factorization’’ which has been used in geophys-
ical prospecting and seismic inverse methods~Claerbout,
1985; Robinson, 1983!, detection of submerged objects
~McDaniel, 1999; McDaniel and Clarke, 2001! and antenna
design~Sarkar, 1998!. These techniques are closely related to
the Hilbert transform and the theory of analytic functions
~Morse and Feshbach, 1953!, and these are, in turn, related to
the Kramers–Kronig relations in optics~Ditchburn, 1963;
Kramers, 1927; Kronig, 1926!.

A separate implication of this frequency to time domain
transformation is for geoacoustic inversion. Search tech-
niques have been applied to VLA noise data~Simons and
Harrison, 2004!, but, quite generally, when searching for a fit
to any acoustic measurement by varying geoacoustic param-
eters in a model, there is the problem of setting the search
bounds. In particular one usually has to assume a number ofa!Electronic mail: harrison@saclantc.nato.int
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layers, and one is tempted to find effective parameters~Har-
rison and Siderius, 2003! for this assumed number, in other
words, one finds simplified nonunique solutions. In the
present case, given the reflection loss, we transform it rather
than invert it, the result being an impulse response which
explicitly shows layer boundaries.2 The number of layers is
therefore predicted by the method and an assumption is not
necessary.

In Sec. II we demonstrate explicitly the Fourier trans-
form relationship between modeled reflection coefficient and
impulse response. First, this is shown starting with the cal-
culated complex reflection coefficient where we expect a per-
fect result. In passing we look at the autocorrelation function
of the impulse response. Then we develop the spectral fac-
torization technique, summarize its known performance
characteristics, and demonstrate a comparable~but not iden-
tical! result starting with only the modulus of reflection co-
efficient. Finally, in Sec. III the approach is applied to some
reflection loss data, inferred from experimental noise mea-
surements at three moored VLA sites and one 5-mile drifting
VLA track in the Mediterranean Sea. The results are com-
pared with earlier findings for the same sites and a recent
seismic boomer record along the same track. There are some
points of particular relevance to this noise inversion tech-
nique. Otherwise the transformation from frequency domain
reflection loss to time domain layer structure is quite general.

II. SUB-BOTTOM PROFILE FROM MODELED
REFLECTION LOSS

Before launching into the difficulties of retrieving the
reflection coefficient’s phase it is educational to model the
plane wave reflection coefficient of a hypothetical layered
medium. In this way we have knowledge of the true phase
and we can investigate the relationship between the complex
reflection coefficient and the impulse response, and also the
relation between the power reflection coefficient~a power
spectrum! and its Fourier transform~the autocorrelation
function of the impulse response!.

There are many ways of calculating reflection loss of a
layered half-space. For instance the model OASES~Schmidt,
1999! offers a solution for a point source and receiver with
many layers, each with sound speed varying linearly with
depth. One option~OASR! calculates the plane wave reflec-
tion coefficient explicitly as a function of frequency and
angle. Various analytical approaches have also been used to
include shear and density gradients~Ainslie, 1995, 1996;
Robins, 1990, 1994!. Here we take the straightforward nu-
merical approach for plane waves given in Jensenet al.
~1994!. In their Sec. 1.6.4 an iterative technique is described
in which one first calculates the response of a single fluid
sediment layer over a fluid or solid substrate. Then, knowing
the reflection coefficient at the upper boundary, one can add
another fluid layer on top, thus building up an arbitrary num-
ber of layers. In a few lines of code one can handle a small
number of isovelocity layers.

A. Complex reflection coefficient

As an example we take two sediment layers overlying a
half-space with properties given in Table I. The interference

pattern as a function of frequency and angle is shown in Fig.
1 and is easily understood qualitatively as a low loss total-
internal-reflection region on the left with interference fringes
on the right caused by the angle-dependent path differences
between the layer boundaries~see Fiorito and Uberall, 1979;
Jensenet al., 1994; Harrison and Simons, 2002!. The figure
shows the modulus square reflection coefficientuRu2 in dB,
but because this was modeled we know the complex reflec-
tion coefficient, too. Therefore at each angle we can Fourier
transform from frequency to time. Provided we take care to
ensure that complexR is conjugate symmetric in~angular!
frequencyv, i.e., R* (2v)5R(v), we can make use of
negative frequencies~or frequencies between the Nyquist
and the sampling frequency in a DFT!. In the case of mod-
eledR there is unlimited frequency range available, and we
are at liberty to use any windowing function. We can also
zero-pad to improve time resolution if desired.

The result is shown in Fig. 2. A perfect reflection with
R511 would result in the Fourier transform of the window-
ing function ~a ‘‘pulse’’! being centered on time zero. For
this reason a small time offset has been included in the illus-
trations. Throughout this paper we have adopted the conven-
tion that travel time increases down the page, so that later
results resemble sub-bottom profiles.

Although one knows what to expect, there are several
interesting and striking features:

~i! Below the critical angle the angle-dependent phase
change~that may also be seen in the Rayleigh reflec-

TABLE I. Bottom properties used in the modeled example.

Thickness
~m!

Sound speed
~m/s!

Specific
gravity

Attenuation
~dB/l!

Water column ` 1500 1 0
Sediment 1 1.5 1600 1.4 0.14
Sediment 2 2.0 1700 1.6 0.15
Sub-bottom ` 1800 1.8 0.15

FIG. 1. Modeled reflection loss for two sediment layers~thicknesses 1.5 and
2 m! in between two half spaces; parameters given in Table I.

1506 J. Acoust. Soc. Am., Vol. 115, No. 4, April 2004 Chris H. Harrison: Sub-bottom profiling using ambient noise



tion coefficient of a single boundary! can be seen as a
negative pulse at very low grazing angles changing
through a negative-pulse-with-overshoot to a positive
pulse near critical.

~ii ! The monotonically increasing sound speeds in this ex-
ample produce three critical angles, one for each
boundary. The two lowest critical angles can be seen
as branches in the pulse arrival. The reason for this is
easily seen from ray theory. The path difference in
traversing a single layer of thicknessh at angleu in
that layer iss5vt52h sinu. At normal incidence the
path difference is a maximum,s52h, and the angle
in the layer reduces to zero at the critical angle so that
the two arrivals merge. Below the critical angle there
is only a single arrival. At the third critical angle we
see no branch because there is no reflection from the
bottom of the infinite half-space.

~iii ! At each critical angle the arrival also has a slight
slope discontinuity in angle-frequency space. This is
perhaps clearest for the highest critical angle where
there is no branch. The slight alteration of the travel
time on the total-internal-reflection side of the branch
point is caused by the ‘‘lateral shift’’~Brekhovskikh
and Lysanov, 1982!, a manifestation of the reflection
coefficient for this boundary becoming complex.

~iv! At angles of 25° and higher one can see clear signs of
multiple reflections at delays corresponding to mul-
tiples and combinations of the two layer thicknesses.
They remain visible until the lower boundary reflec-
tion coefficient deviates significantly from unity.3

~v! Notwithstanding the above multiples, there are three
clear layer arrivals for high angles~i.e., three bound-
aries; four layers!. Thus thenumberof layers can be
seen in the time domain view even though it is not so
clear in the frequency domain view~Fig. 1!.

~vi! The spacing of the arrivals in time agrees unambigu-
ously with the known layer spacings used in calculat-
ing the reflection coefficient~see Table I!.

~vii ! A vertical cross section of Fig. 2 is an impulse re-
sponse rather than a true geological cross section. The
strength of deep layer reflections is affected by trans-
mission through the upper layers. Nevertheless, pro-
vided volume absorption produces only weak attenu-
ation over the vertical extent of the layers and
provided reflections are weak,3 each pulse arrival am-
plitude is representative of that boundary’s reflection
coefficient in isolation and therefore the properties on
either side of the boundary. Much effort has been ex-
pended by geophysicists in deducing geo-acoustic
properties from the impulse response under more gen-
eral conditions~Claerbout, 1985; Robinson, 1983!

It is interesting to compare the presentation in Fig. 2 with
that of the standard ‘‘move-out’’ technique where we might
have a fixed receiver and a horizontally moving source
~Holland and Osler, 2000!. In that case the travel time
varies hyperbolically with move-out distancex. Making
the transformationx5z cotu where z is the notional
source/receiver height and shifting by an angle-dependent
delay t5(z/c)(cosecu21), Fig. 2 can be converted to the
move-out format of travel time versus horizontal position, as
shown in Fig. 3. Because this operation is simply a mapping,
the branching phenomenon is still visible, and in principle
gives a direct measure of the critical angle for each layer.

B. Modulus square reflection coefficient

Suppose we start by taking the FT ofuRu2 instead of
complexR. By the Wiener–Khinchin relation the result of
inverse Fourier transforming the modulus square of the re-

FIG. 2. The impulse response corresponding to the modeled reflection loss
in Fig. 1 derived by taking the Fourier transform of the complex reflection
coefficient separately for each grazing angle. Two-way travel time is con-
verted to an equivalent depth at 1500 m/s.

FIG. 3. The modeled impulse response from Fig. 2 remapped into equiva-
lent depth versus horizontal move-out distance showing hyperbolic behavior
~hypothetical monostatic source at 20 m above the seabed, i.e., equivalent
depth5220 m), clear layer arrivals near normal incidence, and merging of
these arrivals at the critical angle, around move-out530 m.
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flection coefficient~a power spectrum! is the autocorrelation
function of the impulse response. Clearly this function must
be symmetrical in time, with its largest value at time zero.
One will see arrivals at combinations of layer thicknesses but
layer ordering will not be distinguishable and the number of
layers will not be evident, although one might be able to
deduce upper or lower bounds on the number. The result of
performing this operation on Fig. 1 is shown in Fig. 4. The
lost information is evidently contained in the phase. There-
fore the question arises, is there a way of estimating the
reflection coefficient’s phase that is good enough to provide a
solution more like Fig. 2 than Fig. 4? Such a method for
reconstructing the phase is spectral factorization~Claerbout,
1985!.

1. Spectral factorization: A review

The reflection coefficient can be regarded as an analytic
function since it is a continuous function of the complex
variablev as defined by Morse and Feshbach~1953, p. 356!.
This forces a relationship between the real and imaginary
parts through the Cauchy–Riemann equations, and this rela-
tion can be expressed as the Hilbert transform. In the fre-
quency domain form shown in Morse and Feshbach~1953,
pp. 370–374! the Hilbert transform is a convolution with the
function 1/v. This is equivalent to multiplication by a step
function in the time domain which is an alternative statement
of the fact that the reflection process is a causal filter with a
real impulse response.

By swapping domains the Hilbert transform can also be
regarded as a quadrature filter, i.e., a 90° phase shift filter
~Bellanger, 1994, p. 249!. In the frequency domain this filter
is a step function of amplitude2 i for positive frequencies
and1 i for negative frequencies. In the time domain it cor-

responds to convolution by the function 1/t. A simple nu-
merical implementation is to take the FT of the given real
function of time, set the values at negative frequencies to
zero, and inverse FT. Applying this filter to the real time
seriesxR we obtain a corresponding imaginary seriesxI .
Alternatively one can construct an ‘‘analytical signal’’~Bel-
langer, 1994, p. 247!, x5xR1 ixI , directly fromxR by mul-
tiplying the values for positive frequencies by12 and zero-
ing the negative frequencies.

In the present case we are given a~real! power spectrum
and we require a corresponding causal time series. Spectral
factorization is an operation that finds a unique ‘‘minimum
phase’’ time series that has the given spectrum~see, e.g.,
Proakis and Manolakis, 1996, p. 359!. The Kolmogoroff
spectral factorization method makes use of the Hilbert trans-
form by moving it to the exponent~Claerbout, 1985!.

Given a real spectrumhR we shift it to the exponent by
writing it ashR5exp (ln(hR))[exp (gR). Applying the Hilbert
transform togR we obtain an imaginary partgI and we con-
struct the complex functiong5gR1 igI . Now the complex
h becomes h5exp (gR)exp (igI). Thus the original real
spectral quantityhR now has ~an unchanged! amplitude
exp (gR)(5hR) and a new phasegI . Having retrieved the
phase we can now Fourier transform complexh to obtain the
desired impulse response.

In short, the operation to retrieve a time seriesr (t) from
the modulus of the reflection coefficientuRu is

r ~ t !5F 21$exp~H~ ln~ uR~v!u!!!%, ~1!

whereF is the Fourier transform andH is the operation of
adding the Hilbert transform generated imaginary part to the
original real part. This can be defined in terms of the Fourier
transform using the unit step functionw as

H~x!5F~2w3F 21~x!!. ~2!

There are several variants of this approach, such as Whittle’s,
Root, and Toeplitz~Claerbout, 1985!. The result is always
minimum phase. This follows from the fact thathR is peri-
odic in frequency which leads togR being periodic so that
the net phase change after one period is zero. This means in
practical terms that there is a tendency in these solutions for
the strongest impulses to arrive first and for the time spread
to be minimized. A clear discussion of the meaning of ‘‘mini-
mum phase’’ is given by Proakis and Manolakis~1996, p.
359!. The main problem with any phase retrieval method is
one of uniqueness or ambiguity. From a filter theory point of
view given a power spectrum there are many possible mini-
mum, maximum, or mixed phase filters with that spectrum
and we cannot tell whether the actual filter~the seabed! is
really minimum phase or not. However, the seabed is not a
completely arbitrary filter and there are other physical con-
straints which may be useful. Sarkar~1998! pointed out that
using search techniques it is still possible to find mixed
phase solutions but these are still not unique. These points
are taken up later in the next section.

2. Spectral factorization: An example

Applying the Kolmogoroff method to the modulus of
reflection coefficient shown as reflection loss in Fig. 1 we

FIG. 4. The autocorrelation function of the modeled impulse response
~shown in Fig. 2! derived by taking the Fourier transform of the modeled
power reflection coefficient. The function is symmetrical about zero. In ad-
dition to the two arrivals corresponding to boundaries at 1.5- and 3.5-m
depth there is a faint branch corresponding to the 2-m difference seen at 90°
and equivalent depth 1.8 m.
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obtain the impulse responses shown in Fig. 5. Comparing
this with the true time series~Fig. 2! we see that at large
angles the layer boundaries are well distinguished. Their or-
der and their number are~in this example! clear despite ear-
lier reservations. This is already a benefit from the inversion
point of view. Their intensities are also close. One can also
see a multiple reflection at around 30°–40°. At angles lower
than the biggest critical angle there are differences between
Figs. 5 and 2 caused by the minimum phase condition; the
variation of the pulse shape with angle seen in Fig. 2 is
absent in Fig. 5. This is hardly surprising since at these
angles there is hardly any frequency variation for the Hilbert
transform to work on. Thus the result has a uniform zero
phase for all angles. Also the branching is unclear, and the
spectral factorization, method seems to settle down only
when the reflection coefficient is real~i.e., when clear of all
critical angles!.

It is interesting to compare these plots with the less con-
tentious autocorrelation function of the impulse response
~Fig. 4! derived by simply Fourier transforming the power
reflection coefficient. The same time shift of the origin has
been imposed for clarity, but obviously the whole function is
symmetrical about zero. Notice that although many of the
features are similar the autocorrelation function is really
showing a response to differences in layer boundary depth
rather than just depth. Thus~with layer thickness 1.5 and 2.0
m, i.e., layer boundaries at depths 0, 1.5, and 3.5 m! we see
all possibilities for depth differences 1.55u021.5u, 2.0
5u1.523.5u, and 3.55u3.520u m So the ‘‘new’’ layer at 2.0
m is just a manifestation of the autocorrelation function’s
ambiguity.

This example is reasonably realistic, but it is impossible
to be representative without a large number of examples. For
instance, one anticipates the existence of pathological cases
such as layers with impedance changes designed to give

boundary reflections whose strength increases progressively
with depth from a small value at the shallowest. Although
this physical filter is patently causal the minimum phase re-
sponse will tend to reverse the boundary order~Claerbout,
1985!. It is easy to demonstrate this effect numerically by
inventing a time sequence of separated spikes, taking the
Fourier transform, then applying Eq.~1!, and comparing the
result with the original. In fact the test shown in Fig. 5 fol-
lows precisely this process except that the constraints of re-
flection physics have been incorporated in the otherwise ar-
bitrary input impulse response. Even with these additional
constraints, if one is prepared to turn the entire environment
upside down~including water and bedrock!, one obtains the
exact inverse impulse response~provided there is no
absorption!4 and therefore the same power reflection coeffi-
cient ~as a function of horizontal wavenumber!, as can easily
be verified numerically. Fortunately in the acoustics of bot-
tom reflection the density difference between water and sedi-
ment typically makes the first return stronger than the later
ones even though the sound speeds may differ from layer to
layer, ultimately becoming substantially greater than that in
water. So the minimum phase condition is often likely to be
met. This contrasts with findings in other domains
~McDaniel, 1999; McDaniel and Clarke, 2001; Sarkar,
1998!. In general spectral factorization tends to work well if
the real response has a strong first arrival followed by not too
large a number of weaker ones—larger numbers are tolerated
if they are weak enough.

The conclusion is that the method appears to extract
valuable information, in particular the number of effective
layers, from the modulus of the reflection coefficient which
would otherwise require considerable effort in a parameter
search technique.

III. SUB-BOTTOM PROFILE USING REFLECTION
LOSS INFERRED FROM AMBIENT NOISE
MEASUREMENTS

We now apply the spectral factorization process to some
experimental data obtained with a moored or drifting vertical
array ~VLA !. In all cases 32 equally spaced elements of the
VLA ~separation 0.5 m! were sampled at 6 KHz, beam-
formed, and analyzed as described in Harrison and Simons
~2002! to obtain a reflection loss as a function of angle and
frequency. Experiments at the three moored sites during
MAPEXbis2000 included a sand site with a clear critical
angle south of Sicily, and two silt/mud sites with low sound
speeds close to Elba. In experiments during BOUND-
ARY2002 ~Harrison, 2002! the VLA was allowed to drift for
about 12 h covering about 5 miles near the Ragusa Ridge
south of Sicily. Maximum likelihood adaptive beam forming
was used in this case. In all cases stable reflection loss im-
ages are obtained every few minutes by averaging 128-point
FFTs.

So far in this paper it has been assumed that the starting
point is a perfect and complete modulus of reflection coeffi-
cient over all angles and a range of frequencies big enough to
perform FTs without windowing problems. The design fre-
quency of the array is 1500 Hz, and the implications for
performance and resolution in angle and frequency are dis-

FIG. 5. The result of spectral factorization applied to the modulus of the
reflection coefficient depicted in Fig. 1. Note that layers are in the correct
order without any ghosting for high angles. Below critical there is no hint of
the arrival’s sign change seen in Fig. 2.
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cussed by Harrison and Baldacci~2003!. In short there is a
window in frequency whose extent is angle dependent. The
upper frequency limit is set by the onset of grating lobes

f U52 f o /~11sinu!, ~3!

where f o5c/2a is the design frequency, related to sound
speedc and hydrophone spacinga. The lower frequency
limit is set by beam angle resolution, roughly

f L5~2 f o /N!/sinu, ~4!

whereN is the number of hydrophones. In an ideal arrange-
ment we would have largeN ~regardless of array length! to
avoid end effects. In these examples we treat each angle
independently and we have a rather short usable range of
frequencies although we can still make use of the conjugate
symmetry of complexR and the symmetry ofuRu. We there-
fore need to devise some preprocessing before attempting
spectral factorization.

A. Preprocessing the noise data

Simple tapered windowing is inclined to overwhelm the
limited data we have while we have stronga priori reasons
to believe that the pattern repeats in frequency beyond the
truncation. Spectral estimation techniques~Marple, 1987!
handle this problem, but in this context we also wish to im-
pose the constraint of symmetry on the periodic components
of uRu2. In other words we should be able to write

uRu25 (
n50

an cos~vtn!, ~5!

wheren could be finite or infinite. Also the main problem is
found to be bridging the gap across zero frequency from
positive to negative frequencies. In other words the lower
frequency limit is more problematic than the upper. The ap-
proach used here is to extrapolate across the gap and to use a
windowing function symmetric about zero frequency. Also
uRu2 is extrapolated above the upper frequency to 3 KHz
~arbitrarily chosen as twice the upper frequency limit! in the
knowledge that a window function such as hamming will, in
any case, deemphasize this region.

Thus the preprocessing algorithms extrapolateuRu2 re-
taining the unchanged original, as explained below. The main
processing is then to apply spectral factorization@the curly
bracketed part of Eq.~1!#, then apply a hamming window
~symmetrical about zero!, then zero-pad~to obtain good time
resolution!, and finally apply a FFT. Therefore the same op-
eration was performed on the extrapolated experimental data
as on the modeled data in Sec. II.

The extrapolation technique was as follows. Remember-
ing that we have good reason to believe that the experimental
data must be a truncated version of Eq.~5! we suspect that
there are retrievable Fourier components but that the trunca-
tion degrades their frequency resolution. If we can somehow
find these component frequencies and their amplitudes~by
inspection the number of components is small!, we can re-
construct the function with cosines at those frequencies. The
result is then truly periodic and extends to infinity. The actual
procedure is iterative and it is easy to check the fidelity of
the fit against the original. Obviously we do not trust the

extrapolation too far in frequency from the experimental
data. In each iteration we determine a single frequency com-
ponent by first subtracting the mean, then taking the FFT and
finding the real part of the value at the position of the abso-
lute maximum. This allows for the possibility of negative
cosine coefficients. At the end of each iteration the sum of all
components found so far is subtracted from the original, and
then the next iteration works on the residual. In this way one
can pick out a predetermined small number of cosine com-
ponents. In practice the number of terms appears not to be
important and is usually between about one and five. Al-
though one could find a perfect fit, it is not necessary in this
case because the final step is to patch the extrapolations to
the unchanged original using a weight function of the formw
for the experimental data and (12w) for the extrapolation:

w5$11tanh~~ f 2 f L!/ f b!%3$11tanh~~ f U2 f !/ f b!%/4.

Here f L , f U , f b are respectively lower and upper frequency
limits of the experimental data and a small changeover
width. Sow is, to all intents and purposes, flat in betweenf L

and f U .
With anything more than a single cosine component

there is a risk of the extrapolation going negative at some
point with disastrous consequences for spectral factorization.
This can be averted by the simple ploy of taking the log of
the quantity before finding the Fourier components, then tak-
ing the exponential of the result~which is guaranteed posi-
tive!. One might object that this could interfere with the
spectral factorization, however it is stressed that we are re-
taining the original data intact, and this extrapolation is
merely a means of allowing standard windowing in subse-
quent FTs without throwing away the original data.

B. Moored experiment examples

1. S. Sicily, sand site

The impulse response as a function of angle is shown in
Fig. 6. They axis is a two-way-travel time converted to an
‘‘equivalent’’ depth using a speed of 1500 m/s. Considering
that the processing was carried out independently for each
angle~1° separation!, the plot is remarkably clean from 90°
down to 30°. At angles below this the zero time arrival con-
tains no extra information as was found with the hypothetical
case. The other features at angles lower than 10° extending
to a few meters depth are believed to be artifacts generated
by residuals in the inferred reflection loss. Taking this plot at
face value and comparing it with Fig. 2 we see that a critical
angle is predicted near 25°. However, we note that the first
and second arrival do not quite merge. The reason for this is
that in the frequency domain the fringes should theoretically
go rapidly to infinity at the critical angle~see Fig. 2! while
the impulse separation goes to zero~Fig. 1!, but the fringes
cannot go to infinity in practice because of the angle blurring
effect of the beam forming particularly near the critical
angle.

This example corresponds to the experimental inferred
reflection loss in Fig. 5 of Harrison and Simons~2002! where
a 1-m-thick layer with speed 1554 m/s was found by a hand
search. When converted to equivalent thickness, this is 0.96
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m, which is close to the thickness seen in Fig. 6 at 90° of
0.88 m. Interestingly, there appears to be another weaker
layer at 1.78 m, suspiciously close to being a multiple reflec-
tion, although at 30° the timing is not quite right. It is also
possible to comment on this third arrival from the point of
view of absolute intensity. Each arrival amplitude is absolute
and corresponds to one of the terms in the usual derivation of
the joint reflection coefficient in terms of reflection and
transmission coefficients for each boundary~see Jensen
et al., 1994, p. 50!. The first arrival~at zero time! has ampli-
tudea150.3445R12, the second at 0.877 m has amplitude
a250.0865R23 T12 T21 ~with unambiguous interpretation!,
and the third at 1.78 m has amplitudea350.0157. Regard-
less of the geoacoustic parameters leading to these numbers,
one can say that the first multiple between the first two
boundaries cannot be stronger thanR23R21R23T12T215R21

3(R23 T12 T21)
2/(T12 T21)5a1 a2

2/(12a1
2)50.0059. Fur-

thermore, the sign must be the opposite ofa1 , in other words
negative. Therefore the third reflection cannot be a multiple.
It could be an artifact of the present implementation of spec-
tral factorization although its presence does not depend
strongly on the exact implementation. It is more likely that it
was not observed by Harrison and Simons~2002! because,
being near to exact double spacing, it was difficult to detect.
In principle one could use these amplitudes for geoacoustic
inversion although we will not attempt it here. Also it is not
obvious that there would be any benefit over the usual search
techniques in the frequency domain.

2. E. Elba, mud site

In the vicinity of this site other authors~e.g., Murphy
et al., 1976! have found a thin layer~,0.5 m! of high speed
sediment over a thicker layer of lower speed. The inferred

reflection loss is shown in Fig. 7 of Harrison and Simons
~2002!, and from a hand search two sediment layers were
found with thicknesses 0.8 and 3.5 m and speeds 1530 and
1471 m/s which agrees well with Murphyet al. ~1976! al-
lowing for geographic variation. Figure 7 in the present pa-
per shows the impulse response versus angle. Again the
angle variation is very smooth and clean from 90° down to
20°. The two obvious features are the negative arrival~blue!
which reaches 0.693 m at 90° and the weaker positive arrival
at 3.85 m. These agree well with the equivalent depths of
0.78 and 3.57 m from Harrison and Simons~2002!. Further-
more, the signs of the three arrivals are exactly what one
would expect from the sequence of sound-speed-density
products deduced by Harrison and Simons~2002! ~i.e.,
15093151509, 153031.452142, 147131.251765, 1530
31.852754), which lead to vertical impedance differences
of 633, 2377, and 889 m/s.

Noting the angle dependence of the second and third
arrivals, there appears to be no tendency to merge with each
other or with the first arrival. In fact, they both line up quite
well with the origin, implying that there is no critical angle.
We cannot see this merging at the origin explicitly because
below about 15° the impulse response is simply obscured by
what are most likely artifacts from the original inferred re-
flection loss. The amplitudes of the three arrivals at 90° are
respectively10.264, 20.051, and10.023. One could use
these numbers for inversion, but we do not attempt this here.

3. N. Elba, silt site

This area was known to have a more complicated layer
structure. Murphyet al. ~1976! suggested for a nearby site a
thin high speed layer in the middle of a low speed sediment
layer, but Harrison and Simons~2002! found a best fit for the

FIG. 6. Experimental impulse response derived by spectral factorization
from ambient noise measured on a moored VLA at a sand site south of
Sicily. There is one clear arrival corresponding to a 1-m layer with a critical
angle. The later, fainter arrival is believed to be another layer rather than a
multiple reflection.

FIG. 7. Experimental impulse response derived by spectral factorization
from ambient noise measured on a moored VLA at a mud site east of Elba.
There is a clear negative arrival~blue! and a deeper positive arrival~yellow!
corresponding respectively to the bottom of a thin high speed layer and the
bottom of a deeper low speed layer.
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thin layer at the top. Figure 8 shows that the structure is
slightly more complicated. The first arrival~amplitude 0.334!
is followed by a negative arrival of amplitude20.75 at 0.66
m and two positive arrivals of 0.032 at 1.85 m and 0.023 at
3.23 m. One can also see fainter negative echoes in between.
The equivalent depths from Harrison and Simons~2002! are
close at 0.66 and 2.06 m, and again the signs of these arrivals
fit the inference of a thin fast layer over a thicker slow layer
from Harrison and Simons~2002!. The spectral factorization
algorithm seems slightly less stable with angle change, but
nevertheless the arrivals appear to converge on the origin
again implying a lack of a critical angle at least in the lower
layers.

C. Drift experiment example

S. Sicily

In the earlier examples the VLA was moored at one site.
In a drift experiment we have the same type of information at
our disposal for all positions along the drift track. So there is
the potential to construct a bottom profile with a beam look-
ing at any angle~notwithstanding the low angle limitations
and the insensitivity to azimuth!. Note that in the case of a
vertical beam the reservations about performance of the
spectral factorization technique are irrelevant. During the
drift experiment, a reflection loss plot was extracted every 10
s before forming a running average with a time constant of a
few minutes. So, in effect, the information is spatially
sampled every few minutes. Drift rates were of order half a
knot or 0.25 m/s and there was a footprint of order the water
depth ~Harrison, 2002a! which varied by a few meters
around 130 m. So in 5 min the VLA had moved by 75 m,
well inside the footprint.

The 12-h, 5-mile profile constructed from arrivals be-
tween 80° and 90° is shown in Fig. 9~a!. The horizontal scale

is geo-time~measured in hours after midnight on 22 April
2002! which translates into position as the line labeled with
circle symbols on the map shown in Fig. 10. The beginning
of the track is close to the sand site discussed above, and
indeed for most of the track one can see a dominant single
positive layer reflection which appears to change depth in a
realistic fashion. In addition, at later delays up to 5-m depth
there are apparently various layer structures whose depths
change independently of the first arrival. Their amplitudes
also vary and there are occasional strong negative arrivals
that seem to be more than just an overshoot in delay time.
The unusual feature at geo-time about—4.5 h was caused by
interference from a well-documented large ship very close by
and a fishing boat almost on top of the VLA. Interestingly,
layer depths are almost unperturbed although amplitudes are
significantly altered.

Even though we cannot guarantee that the true impulse
response is minimum phase@so that Fig. 9~a! would corre-
spond with what would be seen by a comparable specifica-
tion active profiling system# we can guarantee that the auto-
correlation function is immune from these reservations, and
in this case the autocorrelation~not shown! has similar be-
havior ~namely a strong first arrival followed by many inde-
pendently shifting arrivals! though with the expected ambi-
guities.

The first draft of this paper compared the spectral fac-
torized result with three fairly nearby boomer tracks taken
from Osler and Algan~1999!. However, since then, in July
2003, the drift track was revisited during BOUNDARY2003
with the same boomer equipment, and the boomer record is
shown in Fig. 9~b! aligned with the noise profile. Note that
the boomer’s two-way travel time naturally includes transit
from sea surface to the seabed~see Fig. 11!, whereas the
spectral factorized ambient noise examples are referred to the
first arrival. So, for the sake of comparison, in Fig. 9~b! the
boomer has been zero-referenced by taking out the travel
time to the seabed. The tracks~labeled A-B! are not quite
coincident, as can be seen in the map of Fig. 10, but they are
much closer than the nearest tracks from Osler and Algan
~1999!. The boomer does not have a perfect impulse re-
sponse; it has a very sharp initial pulse which can be seen as
the thin line at the top of Fig. 9~b! with ringing in the form of
the thicker ghost line at about 0.4 m and the second ghost at
about 1.5 m.

Bearing this in mind, there are a number of features in
common between the boomer and the spectral factorized am-
bient noise~referred to below simply as the ‘‘noise’’!. From
A to C there is an echo at around 1 m, in agreement with the
red line at comparable depth in the noise. Similarly, between
E and G the boomer has an echo going from about 1.0 m at
E to about 1.6 m at F, which agrees with the red line in the
noise although it is slightly obscured by the constant delay
ghost at 1.5 m~seen between F and G!. From G to B the
boomer echo at about 1.5 m starts to undulate rapidly in a
similar way to the noise curve. Between D and E the bound-
ary at less than 0.5-m depth in the noise corresponds to the
breaking up region in the boomer~wavy layers!. These wavy
strata are probably oblique to the track and therefore grossly
spatially averaged by the noise method. Between C and G

FIG. 8. Experimental impulse response derived by spectral factorization
from ambient noise measured on a moored VLA at a silt site north of Elba.
There is a clear negative arrival~blue! corresponding to the boundary be-
tween a thin high speed layer and deeper low speed layers~yellow!.
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the deeper echo that goes down to about 5 m between C and
E and then rises to a peak at about 1.5 m at G can be seen in
the noise data with approximately the same depths. There are
also hints of all the other boomer echoes in the noise data.
However, one suspects that these echoes are often triplicated
in the boomer as in the first return. For instance, evidence of
this can be seen by inspecting the three black lines starting at
depths of about 3.1, 3.5, and 4.6 m at C and following them
to the right; they appear to be parallel. Considering that this
comparison constitutes a blind test of the spectral factoriza-
tion algorithm, agreement is quite remarkable.

IV. CONCLUSIONS

Spectral factorization has been used in a number of
fields to restore lost phase information. In the present paper it
was applied to the modulus of the seabed’s reflection coeffi-
cient so that subsequent Fourier transformation of the new
complex reflection coefficient produces a minimum phase
impulse response for each angle. The performance was

FIG. 9. ~a! Sub-bottom profile derived, via reflection loss, from ambient noise received by a drifting VLA.~b! Zero-referenced and aligned boomer sub-bottom
profile for comparison.

FIG. 10. Map showing the 5-mile VLA drift track~-s-!, the boomer track
from BOUNDARY2003 ~-n-!, and nearby boomer tracks from Osler and
Algan ~1999! labeled as Boom02, Boom04, Boom 05.
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checked first by modeling the joint complex reflection coef-
ficient of a set of layers and taking its Fourier transform to
obtain a ‘‘true’’ impulse response versus angle. The time do-
main behavior is interesting in its own right and clearly
shows an arrival for each boundary at high angles. The cho-
sen example had two sediment layers with monotonically
increasing sound speed and therefore three critical angles. In
time-angle space one could see that the arrivals for adjacent
boundaries merged at their critical angles. The well-known
phenomenon of the change of the reflection coefficient’s
phase angle between zero grazing and the critical angle is
seen in the time-domain as a negative arrival transforming
through negative-pulse-with-overshoot to a positive pulse at
critical. It was also shown how the impulse response versus
angle is related to the hyperbolic layering images typical of
the geophysical ‘‘move-out’’ technique.

By applying spectral factorization to the modulus of the
reflection coefficient and then Fourier transforming the result
a similar angle-dependent impulse response was calculated.
In this example the algorithm was able to determine layer
structure including layer ordering, and results were indistin-
guishable at high angles from the true impulse response de-
rived earlier. However, at angles below the highest critical
angle the minimum phase response understandably fails to
reproduce the detailed changes in pulse shape of the true
response and yields instead a simple positive pulse at all
angles.

The Fourier transform of the power reflection coefficient
is the autocorrelation function of the impulse response, and
clearly has the same layer ordering ambiguity as the power
reflection coefficient. From this view point it is easy to see
that pathological cases must exist where impedance differ-
ences are small for the first arrivals but large for later ones.
Fortunately the density difference between water and sedi-

ment usually makes the first arrival strongest so that the true
impulse response is indeed minimum phase.

Although the technique can be applied generally to in-
coherent layer reflections, the main interest in this paper is
application to reflection loss inferred from directional ambi-
ent noise measurements made using a VLA. Examples taken
from three moored sites and one drift track in the Mediterra-
nean Sea were investigated. The moored sites produced con-
vincing results that were in close agreement with earlier pub-
lications on this data and other measurement techniques. In
particular spectral factorization appears to give a good idea
of the ordering and number of layers. For instance, in the E.
Elba mud example the impulse response shows a thin high
speed layer over a thicker low speed layer. In the N. Elba silt
case there appear to be three or four boundaries.

The time-varying reflection loss from the VLA drift ex-
periment can be translated into depth profiles for beams at
almost any angle since the data is the equivalent of a move-
out experiment carried out about once per water depth in
range. The general behavior of the layers, especially when
compared with nearby boomer records, gives confidence that
the result is close to a true sub-bottom profile. In particular,
the boomer record along almost the same track is strikingly
similar.

One could argue that the approach does not bring one
any closer to geoacoustic parameters than the more conven-
tional frequency domain inversion techniques. However, it
does offer the possibility of at least determining the number
of layers, if not determining their order. In addition there are
many other time domain inversion techniques that are avail-
able such as forward and backwards linear prediction, the
Levinson-Durbin algorithm, and the Schur algorithm for pre-
dicting reflection coefficients from a given autocorrelation
sequence~Proakis and Manolakis, 1996!.

FIG. 11. Unmodified boomer sub-bottom profile taken during BOUNDARY2003 along more or less the same track~A-B! as the VLA drift ~see Fig. 10!.
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Finally, the method offers the possible benefit of sub-
bottom profiling with a single platform and without the ne-
cessity to make any additional sound, the frequency range
and depth of penetration being determined by the array
length and hydrophone density.
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Acoustic remote sensing of swimbladder orientation and species
mix in the oreo population on the Chatham Rise
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A method for combiningin situ measurements and theoretical swimbladder-derived estimates of
target strength of the deep-water fish, black and smooth oreos, is described. The technique uses
Monte Carlo simulation and yields fish length–target strength relationships suitable for use in
estimating biomass from echo integration acoustic surveys. The relationships are derived from
estimates of the mean and standard deviation of the tilt angle distributions of the wild fish generated
by the method. The relationships may also be used to estimate proportions of the two oreo species
in the wild. The mean tilt angle of black oreos in the wild was about 10° with a standard deviation
of 8°. For smooth oreos it was close to zero with a standard deviation of about 4°. The target
strength relationships derived for biomass estimation purposes wereTSB5278.05
125.3 log10(L)11.62 sin(0.0815L10.238) and TSS5282.16124.6 log10(L)11.03 sin(0.1165L
21.765), whereL is the fish length andTSB andTSS are the target strengths of black and smooth
oreos respectively. ©2004 Acoustical Society of America.@DOI: 10.1121/1.1649998#

PACS numbers: 43.30.Sf, 43.20.Fn@WMC# Pages: 1516–1524

I. INTRODUCTION

Black oreos ~Allocyttus niger! and smooth oreos
~Pseudocyttus maculatus! are widely distributed in the south-
ern half of New Zealand’s EEZ. Black oreos live in depths of
600–1300 m and smooths in 650–1500 m. Both species have
gas-filled swimbladders. They support a substantial fishery
mainly on the southern slopes of the Chatham Rise. The
fishery is a recent one, starting about 1980, and biomass has
mostly been estimated from research trawl surveys and catch
per unit fishing effort~Hart and McMillan, 1998!. However,
both species are schooling fish with the attendant difficulties
that this creates in estimating abundance using trawling~Mc-
Millan et al. 1996!. As a consequence, since 1997, acoustic
surveys using echo integration~Dragesund and Olsen, 1965!
to estimate biomass have also been carried out.

Echo integration requires the acoustic backscattering
cross section or target strength of the fish under investiga-
tion, usually in the form of a target strength–length relation-
ship ~Footeet al., 1986; Foote and Traynor, 1988!, and the
primary purpose of the work described here was to determine
such relationships for the two oreo species.

The three principal approaches to target strength estima-
tion are in situ, ex situ, and theoretical~Stepnowski and
Moszynski, 2000!. In the in situ method, the target strength
of the fish is measured directly in its home environment in
the open sea. Difficulties with this approach include identi-
fying which echoes come from single fish targets and deter-
mining the species mix and size of those targets~Cordue
et al., 2001; Foote and Traynor, 1988!. In the ex situ tech-
nique, measurements are made on captive fish, eliminating
the problem of species mix. However, the orientation of the

fish in an artificial environment, and hence target strength,
may not be representative of their free-ranging colleagues
~Nakken and Olsen, 1977; Foote, 1980b!. In the case of
deepwater, swimbladdered species such as oreos, which nor-
mally live below 600 m,ex situ methods are not practical
because of the damage caused by the pressure change when
they are brought to the surface.

The theoretical approach uses a model of the acoustic
backscattering properties of the target species and an as-
sumed target tilt distribution to estimate the tilt averaged
target strength as a function of fish length. For fish with
air-filled swimbladders, the dominant source of acoustic
backscatter is the swimbladder itself~Foote, 1980a!. A vari-
ety of methods have been used to determine swimbladder
dimensions including measurements made directly on fish
and measurements of swimbladder casts~McClatchieet al.,
1996!. For the work described here we have used swimblad-
der casts. The acoustic back scattering cross section and
hence target strength of the swimbladders, or the fish, can
then be computed from the measurements using one of a
number of possible approximate numerical methods~Clay
and Horne, 1994; Foote, 1985; McClatchieet al., 1996!.

In this study we combinein situ and theoretical swim-
bladder modeling methods to estimate black and smooth
oreo target strength and length relationships. Our overall ap-
proach is comparable to that of Foote and Traynor~1988! on
walleye Pollock but we make a much more detailed least
squares comparison of thein situ and computed target
strengths. Our procedure for the latter is similar to that used
by Chu et al. ~1993! for Antarctic krill. However, we have
been able to extend the method to estimate mean tilt angle
and tilt angle standard deviation in addition to length–target
strength relationships. Using these results we further show
that it is possible to estimate the proportions of black and

a!Author to whom correspondence should be addressed. Electronic mail:
r.barr@niwa.cri.nz
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smooth oreos in the wild population fromin situ target
strength measurements.

II. MATERIALS AND METHODS

A. Target strength estimation from swimbladder
modeling

1. Swimbladder casts

Fish samples for the swimbladder modeling were col-
lected on the south Chatham Rise during two biomass sur-
veys using the New Zealand National Institute for Water and
Atmospheric Research~NIWA ! 70 m research vesselTANGA-

ROA ~voyages TAN9713, 10 November to 19 December
1997 and TAN9812, 28 September to 30 October 1998!.
Since samples were obtained by trawling from depths greater
than 600 m, the bladders were subject to great stress from
gaseous expansion when the fish were brought to the surface.
Most of the smooth oreo swimbladders, which appear to
have a tough swimbladder membrane and the ability to re-
lease gas relatively quickly, survived this trauma. Black oreo
swimbladders were found to be more delicate and most had
burst by the time they arrived at the surface.

Swimbladder casts were made from epoxy resin, with
filler added to improve their durability. Swimbladders were
injected while still in the fish’s body cavity and dissected out
when the epoxy had cured. Casts were only made from intact
swimbladders that were not obviously badly distorted or
stretched. To assess the amount of resin to use, a rough esti-
mate of the fish density was made by weighing some of the
fish in both air and salt water, taking care in the latter case
that any trapped air bubbles were removed~A. Hart, private
communication!. The volume of resin used was the same as
the volume of air needed to make the fish neutrally buoyant.
However, despite these measures, there was a substantial de-
gree of subjectivity in deciding how full the bladders should
be, particularly for black oreos which were of poorer quality.
It is also not necessarily the case that swimbladder volume is
adjusted for neutral buoyancy in fish in the wild and we
introduce an additional parameter to accommodate this in
our fitting procedure~see Sec. II C!.

The smooth oreo swimbladder casts, which were typi-
cally shaped like prolate spheroids~see lower panel of Fig.
1!, were cut into slices with a diamond saw along and at right
angles to their long axis. The outlines were then digitized.
The slices were 2.5 mm thick where the shape changed rap-
idly and 5 mm thick elsewhere. Black oreo casts, which had
more the shape of a short sausage@see Fig. 1~b!#, were not
sectioned. Instead representative measurements of diameter
as a function of length were made~A. Hart, private commu-
nication!. As the smooth oreo swimbladders were found to
be largely circular in cross section it was decided to model
both black and smooth oreo swimbladders as having cylin-
drical symmetry. This had the advantage of greatly reducing
the complexity of the integrals needed to evaluate the swim-
bladders target strengths~see Sec. II A 3! while providing a
realistic physical model.

2. Swimbladder attitude

The swimbladder offset angle to the horizontal axis of
the fish~which we define as the line joining the anterior tip
of the jaw to the end of the vertebrae in the tail! was mea-
sured by filling the swimbladder with epoxy resin loaded
with barium sulfate and taking x ray photographs of the
whole fish~see Fig. 1!. Five x rays each of black and smooth
oreos were taken and these gave angles of 27.362.6° for
black and 20.660.9° for smooth oreos. As sample sizes were
small, these values should only be taken as a rough guide to
swimbladder orientation. Nevertheless, they do show that the
swimbladder offset in oreos is much greater than in more
slender fishes such as Atlantic cod~Clay and Horne, 1994;
Nakken and Olsen, 1977!.

We consider only the scattering produced by the fish
swimbladders in this paper. Consequently, the estimates of
tilt angles we derive for free-swimming fish in the wild are
for the swimbladders, not the fish. It is necessary to adjust
the swimbladder offset angle to obtain the tilt of the fish
about its horizontal axis. We assume that the tilt angle distri-
bution is normal and this is supported by field observations
on a range of fish~see, for example, Olsen, 1971; Coombs
and Cordue, 1995!.

FIG. 1. Lower panel: x ray of a smooth oreo with a ‘‘barium loaded’’
swimbladder. Upper panel: x ray of a black oreo with a ‘‘barium loaded’’
swimbladder.
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3. Swimbladder modeling

Casts were made of 32 black oreo swimbladders cover-
ing a range of fish total length of 25.7–36.8 cm and 27
smooth oreos covering a length range of 22.0–54.0 cm.

The swimbladder measurements for both species were
used to construct equivalent cylindrically symmetric sphe-
roids. The scattering from these was estimated using the
Kirchhoff approximation ~Clay and Medwin, 1977; Mc-
Clatchie et al., 1996!. By using swimbladder models with
cylindrical symmetry, the time for numerically evaluating the
surface integral was reduced considerably compared to the
fully general case.

B. In situ target strength estimation

1. Acoustic system

A split beam version of NIWA’s Computerized Research
Echosounder Technology (CREST) ~Coombs, 1994! was
used to collect thein situ target strength data.CREST is
computer based, using the concept of a ‘‘software echo
sounder.’’ The transmitter was a switching type with a nomi-
nal power output of 80 W rms, an operating frequency of 38
kHz and a transmit pulse length of 0.32 ms~12 cycles!. Time
between transmits was 1.4 s. All four transducer quadrants
~beams! were energized simultaneously from the transmitter
but on receive the system operated as four semi-independent
echosounders. Each receiver channel had dual broadband,
wide dynamic range preamplifiers and dual serial analog-to-
digital converters~ADCs! feeding a digital signal processor
~DSP56002!. Analog Devices AD7723 ADCs were used, op-
erating in ‘‘band-pass’’ mode at a conversion rate of 62.5
kHz ~equivalent to a rate of 125 kHz in a conventional
ADC!. The ADC data were complex demodulated, filtered,
and decimated to 15.625 kHz. The filter was a 100-tap,
linear-phase finite impulse response digital filter with a 3-dB
bandwidth of 3.0 kHz. After filtering and decimation a
40 LogR time varied gain was applied and the results shifted
to give 16-bit resolution in both the real and imaginary
terms. These complex data were stored for later processing.
The transducer used was a Simrad model ES38DD split-
beam transducer with a depth rating of 1500 m. The com-
bined source level and transducer receive response~SL
1SRT! was 48.8 dBre 1 V and the receiver gain at 1 m was
60.4 dB.

The split-beam transducer and receiver electronics were
mounted in an open frame towed body deployed on a 2-km
tow cable at depths of between 900 and 1000 m. Data were
collected while drifting or steaming at very slow speeds~,2
knots! in ‘‘drops’’ typically lasting about an hour. Acoustic
data from each drop were stored in computer files identified
by a ‘‘d’’ followed by a number. The system was ordinarily
used with a 38.1 mm62.5-mm-diam tungsten carbide cali-
bration sphere suspended about 20 m below the transducer.
The sphere tended to swing in the beam and was often not
visible so sphere data from all acoustic drops were aggre-
gated to estimate the SL1SRT quoted above.

2. In situ data processing

The in situ acoustic data were collected duringTANGA-

ROA voyage TAN0011~23 October to 5 November 2000!.
Echosounder ‘‘marks’’ that were expected to be either black
or smooth oreos were located and the towed transducer de-
ployed 50–100 m above the mark for 1–2 h with the aim of
maximizing the number of echoes captured from individual
fish.

After collecting the acoustic data, the marks were
trawled to identify the fish and estimate their size composi-
tion. For the latter as many fish as possible were measured,
where practical the whole catch. Fish were measured to the
millimeter below using NIWA’s electronic fish measuring
system. We carried out 49 trawls and the main species caught
were black and smooth oreos and orange roughy. The pro-
portions of these species are shown in Fig. 2. The numbers
along the upperx-axis of the figure give the acoustic data file
numbers associated with the trawls numbered on the lower
x-axis.

The acoustic data were first filtered to remove echoes
not originating from individual fish. Echoes were initially
identified by locating peaks in the combined beam signal.
The measurements from individual quadrants of the trans-
ducer were combined in pairs to calculate the position of the
selected echoes in the beam~Ehrenberg, 1979! and the am-
plitude corrected for the position in the beam. The maximum
amplitude of each echo was then estimated by fitting a qua-
dratic to the three values bracketing the peak of the echo.
The maximum of this quadratic was taken as the target
strength value for subsequent analysis. Selection of echoes
from individual fish was based on the criteria given in Barr
et al. ~2000!.

3. In situ data selection

In addition to being selective about the individual targets
used, we also selected the data sets gathered from different

FIG. 2. Percentage of black oreo~BOE!, smooth oreo~SSO!, and orange
roughy ~ORH! in trawl catches.
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fish marks and only used those where the associated trawl
catches were strongly dominated by one or other oreo spe-
cies. Smooth oreos formed more than 90% of the trawl
catches associated with drop data files d49, d50, and d52 and
for files d32, d33, and d34 more than 95%. Thein situ target
strength distributions for files d32 and d49 are shown in the
lower and upper panels of Fig. 3, respectively.

By using both target amplitude and phase~see Barr
et al., 2000! and the information about the species mix
gained from trawling, we can tentatively identify the targets
generating the four dominant modes in the target strength
distribution shown in the lower panel of Fig. 3. The sharp
peak near253.5 dB is thought to be produced by myc-
tophids and the broader peak near249 dB by orange roughy,
the latter peak being better characterized in the phase data
~see Barr and Coombs, 2001!. The very broad mode near
267 dB we ascribe to bathypelagic zooplankton. This leaves
the peak near244 dB which we attribute to smooth oreos. In
the data for file d49, shown in the upper panel of Fig. 3, only
three peaks are evident: an enhanced peak near267 dB,
ascribed to bathypelagic zooplankton, a narrow peak near
252 dB due to myctophids and a broader peak near243.5
dB produced by smooth oreos.

The light gray shaded regions in Figs. 3 and 5 cover the
range of target strengths that we attribute to smooth oreos

and that are largely uncontaminated by larger fish with air-
filled swimbladders or by orange roughy. We have used this
information in the Monte Carlo simulations and thein situ
data were only evaluated over this region. Thus our tech-
nique is an advance on directly ascribing a modal peak in
target strength to modal peak in fish length, yet it is more
constrained than the general search technique suggested by
Cordueet al. ~2001!.

From the trawls made in the same area as the acoustic
drops, we obtained the smooth oreo length distributions pre-
sented in the lower panel of Fig. 4. It can be seen that the
trawls associated with file d49 produced slightly larger fish
than the trawls associated with file d32. This length differ-
ence may explain why the peak smooth oreo target strength
shown in the upper panel of Fig. 3 is slightly higher than in
the lower panel of the same figure.

As can be seen from the trawl catch data in Fig. 2, there
were no trawl areas where the catch was.90% black oreos.
However, trawls 46 and 49 were 73% and 88% black oreos,
respectively, and the acoustic drops in the same area~d96
and d98! were therefore chosen to givein situ target strength
data strongly dominated by black oreos. Thein situ target
strength distribution for file d96 is shown in Fig. 5 and can
be compared with the smooth oreo file, d32, in the lower
panel of Fig. 3. Whereas there are very few smooth oreo
targets stronger than240 dB, it can be seen that black oreo
targets extend in range up to233 dB. The dark gray region
in Fig. 5 covers the range of target strength data we assume

FIG. 3. In situ target strength distributions for smooth oreo~SSO! data files.
Lower panel: file d32. Upper panel: file d49.

FIG. 4. Fish length data. Lower panel: Trawl data associated with smooth
oreo acoustic files d32 and d49. Upper panel: Trawl data associated with
black oreo acoustic file d96.
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to be dominated by black oreos. As for smooth oreos, only
these data were used in the Monte Carlo simulation. The
black oreo length distribution from trawls 42–49 is shown in
the upper panel of Fig. 4.

C. Monte Carlo analysis of combined data

Three experimental data sets were used in the Monte
Carlo modeling, swimbladder cast data, fish length distribu-
tion data, andin situ target strength data. The swimbladder
measurements were combined with the length data and an
assumed fish tilt angle distribution to generate a target
strength distribution. To do this, a simulated population of
fish with randomly chosen lengths matching the observed
length distribution was created. Each fish was given a ran-
domly chosen tilt angle such that the overall tilt angle distri-
bution matched a chosen distribution. Each fish was also
given a randomly chosen swimbladder, selected from the
dataset of measured swimbladders, appropriately scaled for
the fish length. The target strength of each fish was then
estimated using the Kirchhoff procedure outlined in Sec.
II A 3 above. As described in Sec. II A 1, an additional scale
shift parameter was used in the target strength calculations to
allow for the possibility that the swimbladder cast volume
was unrepresentative of fish in the wild~and other measure-
ment errors!.

With this procedure, the tilt angle distribution and the
‘‘true’’ swimbladder volume were the only elements for
which we did not have direct experimental data. The tilt
angle mean and standard deviation were varied and the sum
of the squares of the deviations~least squares error! between
computed andin situ target strength measurements estimated
for each distribution. Both the mean tilt angle and the tilt
angle standard deviation were varied from 0° to 30° in 1°
steps giving 900 different fish distributions. Errors in esti-
mating the bladder volume and small errors in equipment
calibration were accommodated, after the target strength dis-

tribution had been calculated, by shifting the whole distribu-
tion up and down in the range62 dB with a 0.1-dB resolu-
tion.

We have evaluated the agreement betweenin situ target
strength distributions and those computed from swimbladder
models as a ‘‘goodness of fit.’’ This is calculated as the re-
ciprocal of the square root of the sum of the squares of the
differences between measured and computed target strength.

III. RESULTS

The results for smooth oreos are summarized in Fig. 6 in
which the goodness of fit surface for data file d32 is shown
in the upper panel, and for d49 in the lower. It can be seen
that both datasets yield single, clear goodness of fit peaks at

FIG. 5. In situ target strength data for file d96.

FIG. 6. Goodness of fit contours plotted in tilt angle versus tilt angle stan-
dard deviation space for smooth oreos. Lower panel: file d32. Upper panel:
file d49.
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very similar mean tilt angles. These were 20.8° for d32 and
22.4° for d49 with tilt angle standard deviations of 3.9° and
3.7°, respectively. The associated scale shifts for best fit were
21.6 dB in the computed target strength for file d32 and
20.6 dB for d49. Figure 7 shows the good agreement be-
tweenin situ and modeled target strength distributions using
these parameters.

Black oreo goodness of fit results, file d96, are shown in
Fig. 8. Again there is a clear maximum region, in this case
centered on a mean tilt angle of 17° with a standard deviation
of 8°. The associated scale shift was21.3 dB. The minor
peaks in goodness of fit on either side of the main peak are
thought to result from the statistical noise at the top of the
mode of the black oreoin situ target strength distribution
~see Fig. 5!. Figure 9 shows the agreement betweenin situ
and modeled target strength distributions using these param-
eters, which is again excellent, especially since the curves
are constrained to fit in the gray shaded region. The good fit
over the target strength range from230 to250 dB suggests
that there were few smooth oreos present in the region sur-
veyed.

The mean tilt angle, tilt angle standard deviation, and
shift values required to best fit thein situ target strength data
were used, in a Monte Carlo simulation, to derive target
strength–length distributions describing smooth and black

oreos. These distributions are presented in Fig. 10 where the
small circles represent the means of the distributions at each
length in the simulation. The two lower plots, for smooth
oreo data, can be seen to be very similar to each other and
are displaced about 5 dB below the plot for black oreos. This
5 dB displacement appears to be almost independent of fish
length for the oreos typically caught on the south Chatham
Rise.

The solid lines in Fig. 10 are simple functional fits to the
simulated points which were used for biomass estimation
~Doonanet al., 2003!. For black oreos the target strength,
TS, of a fish of length,L, is given by

FIG. 7. Comparison of theoretical target strength estimates derived from
modeling with in situ estimates for smooth oreo~SSO! data files. Lower
panel: file d32. Upper panel: file d49.

FIG. 8. Goodness of fit contours plotted in tilt angle versus tilt angle stan-
dard deviation space for black oreo data file d96.

FIG. 9. Comparison of theoretical target strength estimates derived from
modeling within situ estimates for black oreo~BOE! data file d96.
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TS5278.05125.3 log10~L !

11.62 sin~0.0815L10.238!. ~1!

For smooth oreo data files d32 and d49 the functions are of
the form

TS5283.78125.5 log10~L !

11.068 sin~0.111L21.59!, ~2!

and

TS5280.54123.76 log10~L !

10.987 sin~0.122L21.94!, ~3!

respectively.
Combining the points in Eqs.~2! and~3! gives the rela-

tionship used for smooth oreo biomass estimation:

TS5282.16124.6 log10~L !

11.03 sin~0.1165L21.765!. ~4!

These formulations were chosen by inspection of the residu-
als which resulted when fitting the data to simple logarithmic
plots. They are not based on any insight into the physics of
the scattering process. They do, however, provide extremely
good fits to the computations.

IV. DISCUSSION

In applying our method we have made a number of as-
sumptions. First, we have neglected changes in air density in
the swimbladder with depth. Second, we have neglected the
scattering effects of the body of the fish. Last, to allow for
the likelihood that the swimbladder casts differ in volume
from those of wild fish, we have applied a variable scaling
shift to the theoretical target strength values to obtain an
overall best fit between theory and experiment.

With respect to the last point, all computed target
strengths have been reduced to best fit thein situ data, on

average by about 1.1 dB. Although our rationale for this shift
is a mismatch in swimbladder volumes, calibration errors
could provide an alternative explanation. However, we think
this unlikely. As described in Sec. II B 1, a standard sphere
was deployed with the system and used to derive the system
calibration. The latter is closely similar~well within 60.2
dB! to other calibrations carried out on other surveys at sev-
eral different locations.

A weakness of our simple computer models~the first
point above! was the lack of any allowance for the higher air
density in the swimbladder of a wild fish which would re-
duce the density contrast with the fish body and hence reflec-
tivity. A simple calculation based on theory in Medwin and
Clay ~1998! indicates this approximation resulted in an over-
estimate of target strength by;0.45 dB for fish at depths of
1000 m. This reduces the difference between thein situ data
and modeling to only 0.7 dB, to be accounted for by fish
body effects and swimbladder volume mismatch, yielding
excellent agreement between theory and experiment.

Although in our fitting procedure we make no assump-
tions about what the swimbladder tilt angle might be, our
expectation was that, given their body form, oreos are ori-
ented in the wild with their nose-tip-to-tail axis horizontal.
With this in mind it can be seen that the estimatedin situ
mean swimbladder tilt angles for smooth oreos of 20.8° and
22.4° are closely similar to the swimbladder offset angle of
20.660.9° from the radiographs implying a zero tilt angle for
the fish itself. However, the meanin situ tilt angle of 17° for
black oreos is not nearly such a good fit to the respective
radiograph value of 27.362.6°, suggesting a nose-up attitude
of about 10°. More work is needed in this area and there are
several possible causes of the difference. First and foremost,
perhaps, is that black oreos may naturally swim nose-up.
Distortions in the fish body or swimbladder are another pos-
sibility and most black oreo swimbladders burst on being
brought to the surface. Trawl catches always contained a
significant proportion of smooth oreos, so another possibility
is contamination of the black oreoin situ target strength data.
A last possibility is that the scale shift yielding the maximum
goodness of fit was actually too small, another reflection on
the poor quality of the swimbladder casts for black oreos.

Changing the scale shift factor is not a completely inde-
pendent operation to changing the swimbladder tilt when it
comes to evaluating a change in the target strength. To show
this effect we have fixed the smooth oreo swimbladder tilt
angle standard deviation at 4° and then allowed mean tilt
angle and scale shift to vary together to best fit thein situ
data for file d49. Figure 11~lower panel! shows how the
goodness of fit maximizes when the scale shift is20.6 dB,
but the goodness of fit changes only slowly with the shift.
Also plotted in the same figure is the mean tilt angle as a
function of the scale shift required to keep the goodness of fit
maximized. It can be seen that the two are almost equivalent
in their effect with a 1-dB scale shift being equivalent to a
2.9° change in mean tilt angle. Since Macaulayet al. ~2001!
estimate target strength uncertainties due to swimbladder
volume mismatches to be a maximum of about 1 dB, this
translates to an uncertainty of 2.9° in our mean swimbladder
orientation estimates. The upper panel of Fig. 11 shows a

FIG. 10. Tilt averaged target strength data plotted as a function of fish total
length for black and smooth oreo.
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similar plot for the black oreo data file d96. In this case the
goodness of fit shows a clear peak at a scaling offset of21.3
dB and a tilt angle of 17°. However, were the scale shift to be
.0 dB, then a tilt angle of.20° would be more appropriate
and more in line with the radiograph data.

Although the interdependence of scaling offset and tilt
angle is annoying when one is trying to make deductions
about fish biology and fish behavior, it is of only minor im-
portance to biomass estimation. What is important here is
that we have produced a mathematical fish model which ac-
curately describes thein situ target strength data. As we have
noted earlier, our relationships are entirely empirical and we
do not ascribe any physical or biological significance to the
formulation. In general we believe that relationships used for
biomass estimation should reflect the data and for this reason
do not use the ‘‘20 log10L ’’ formulation for this purpose~see
McClatchieet al. 2003!. However, to allow comparison with
other results, the black oreo relationship in this form is

TS5269.88120 log10~L ! ~5!

and the smooth is

TS5274.72120 log10~L !. ~6!

Having derived tilt angle distributions and scale shift
factors appropriate for free swimming black and smooth
oreos from areas with a strong preponderance of one or the
other, we are now in the position to be able to apply our
Monte Carlo modeling technique to finding the proportions

of black and smooth oreos in regions where the trawl data
indicated a significant mixture of the two~see Fig. 2!, solely
from thein situ acoustic data collected. The thin gray trace in
Fig. 12 shows thein situ target strength distribution for file
d7, recorded in the same region as trawls 11, 13, 15, 20, and
21 shown in Fig. 2. The trawl data suggest a ratio of about
50:50% blacks to smooths but with significant spatial vari-
ability. The in situ data were fitted by allowing the species
mix ~black:smooth! to change from 0:100% to 100:0% in 1%
steps. The thick black trace in Fig. 12 shows the theoretical
target strength distribution which best fitted thein situ data.
It was produced by a mix of 46% smooth and 54% black
oreos. The goodness of fit plotted against the species mix is
presented in Fig. 13. Also shown is the mean of the indi-
vidual trawl catch percentages and the mean percentage mix
derived from the total catch of all the trawls in the area. The
value derived from thein situ acoustic data can be seen to be
in good agreement with the trawl catch data.

V. CONCLUSIONS

Simple acoustic backscatter models of fish, based on
measurements of swimbladder casts, have been used to com-
pute target strength distributions of black and smooth oreos
for direct comparison with target strength distributions mea-
suredin situ. Only three parameters were used in the com-
puter model and these were mean tilt angle, tilt angle stan-
dard deviation, and an amplitude scale shift factor. The latter
was necessary to allow for mismatches between the volumes
of swimbladder casts and the swimbladders of wild, free-
swimming oreos. Thein situ and computed target strength
distributions were compared with a goodness of fit statistic
which showed clear, single, isolated maxima.

The agreement between measured and computed target
strength distributions is excellent and the values of mean
swimbladder tilt angle derived from this fitting process are

FIG. 11. Mean tilt angle and goodness of fit plotted as a function of the
scale shift. Lower panel: file d49. Upper panel: file d96.

FIG. 12. Comparison of target strength data derived from modeling~best fit!
with target strength data measuredin situ, data file d7. The best fit oreo
model assumes a species mix of 46% smooth oreo~SSO! and 54% black
oreo ~BOE!.
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closely similar to the tilt of the swimbladder in the fish mea-
sured from x rays, particularly for smooth oreos. In regions
with a mix of black and smooth oreos our acoustic modeling
technique was able to estimate the proportions of the two
species, producing values similar to those obtained by trawl-
ing.

There may be some uncertainties in the tilt angles as a
consequence of mismatches between the volume of swim-
bladder casts and wild fish swimbladders using this method,
especially for black oreos. However, we believe the target
strength–length relationships we have derived by Monte
Carlo modeling are a significant step forward over the more
basic technique of matching modes in the target strength and
length distributions.
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Reverberation from rough ocean boundaries often degrades the performance of active sonar systems
in the ocean. The focusing capability of the time-reversal method provides a new approach to this
problem. A time-reversal mirror~TRM! focuses acoustic energy on a target enhancing the target
echo while shadowing the boundaries below and above the focus in a waveguide, thereby reducing
reverberation. The resulting echo-to-reverberation enhancement has been demonstrated ex-
perimentally using a time-reversal mirror in the 3–4 kHz band in shallow water. ©2004
Acoustical Society of America.@DOI: 10.1121/1.1649737#
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I. INTRODUCTION

A time reversal mirror~TRM!1,2 retransmits a received
signal in time-reversed order~backpropagation! resulting in a
focus at the origin of the signal. Focusing can be achieved
effectively with a vertical source–receiver array~SRA! in a
waveguide,3–6 where most acoustic energy is confined within
the waveguide by reflection from the boundaries and refrac-
tion from the inhomogeneous sound-speed environment. In a
range-independent environment, a vertical SRA generates an
azimuthally symmetric focal structure.

The focusing capability of a TRM suggests potential ap-
plications to the active detection problem in the ocean where
backscattering from rough ocean boundaries often masks a
weak target echo and degrades detection performance. In a
waveguide, a TRM can generate a focused acoustic field at
the origin of a probe source and, as we demonstrate, less
energy at the rough ocean boundaries below and above the
focus, referred to as shadowing in this paper. This property
can be used to enhance the echo-to-reverberation ratio in the
returning backscattered field, resulting in improved detection
performance.

For the purpose of studying TRM echo-to-reverberation
enhancement, we will assume that a probe source near the
target is available that facilitates retransmission of the initial
signal from the TRM to generate a focus on the target. In
practice, it is unlikely that the target actually will be in the
immediate vicinity of a probe source. However, two ap-
proaches to focusing on the target can be implemented. First,
we previously demonstrated the ability to shift the focus in
range through an easily implemented frequency shifting
procedure.7 Thus, it is not required that the probe source
actually be located at the focal position. Second, a surrogate
probe source could be derived from the monostatic echo plus

reverberation return from an initial conventional active trans-
mission~e.g., a simple broadside ping!. A selected region of
that return can be time reversed and retransmitted as part of
an iterative focusing procedure.8

This paper is organized as follows. In Sec. II, we use
numerical simulations to demonstrate time-reversal focusing
and shadowing and the resulting reduced reverberation. In
Sec. III, we present experimental results obtained in shallow
water north of Elba Island, Italy, demonstrating the echo-to-
reverberation enhancement.

II. NUMERICAL SIMULATIONS

We have reported in our ocean TRM experiments4,9,10

that the acoustic field above and below the focus is typically
15–20 dB less than the field at the focus at 450 and 3500 Hz.
We consider an environment similar to that of the experi-
mental results that will be presented in Sec. III. To calculate
the reverberation from a rough interface in a waveguide, a

a!S. Kim is presently with the Agency for Defense Development, Chinhae,
645-600, South Korea. Electronic mail: sikim@add.re.kr. The work was
performed while the author was at the Marine Physical Laboratory.

b!T. Akal was with NATO SACLANT Undersea Research Center, 19138 La
Spezia, Italy. Current address: TUBITAK-MAN, Marmara Research Cen-
ter, Earth and Marine Sciences Research Institute, P.K.21 Gebze, Kocaeli
41470, Turkey. Electronic mail: tuakal@yahoo.com

FIG. 1. Ocean environmental model used for the backscattered field simu-
lations. The SRA spans the water column from 10 to 106 m with 3 m
element spacing in a 120 m water depth. The bottom roughness has 0.1 m
rms height and 15 m correlation length with a Goff–Jordan power law
spectrum. The sound-speed profile shows a typical downward refracting
environment with the thermocline spanning 20–50 m. The sound speeds are
1528 m/s at the surface and 1508 m/s at the ocean bottom.
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normal mode scattering model based on the perturbation
method11,12 is implemented for realistic shallow water envi-
ronments.

A. Environmental model

Figure 1 shows the waveguide environment model used
for backscattered field simulations. The SRA consists of 33
elements spanning the water column from 10 to 106 m with
3 m interelement spacing in the 120 m deep water. The
sound-speed profile indicates a typical downward refracting
environment with the thermocline spanning 20–50 m depth
resulting in substantial sound interactions with the ocean bot-

tom. The ocean–sediment interface has a roughness of 0.1 m
rms and 15 m correlation length generated using a power law
spectrum.13 The ocean bottom has a 2.5 m thick sediment
layer with a sound speed of 1520 m/s at the top interface that
is similar to the geoacoustic properties of the experimental
area described in the next section. Since the water column
sound speed at this depth is 1508 m/s, acoustic waves propa-
gating above the critical angle of 7.2° are highly attenuated.
We use a 100 ms Gaussian shaped pulse with a center fre-
quency of 3.5 kHz. The vector time series transmitted by the
SRA is normalized such that the maximum value across all

FIG. 2. Normalized transmission loss at a center frequency of 3.5 kHz:~a! broadside~BS! and~b! time-reversal~TR! focusing with the PS at 4.7 km range
and 60 m depth. The geometrical spreading term (1/r ) is removed and the dynamic range is 20 dB. The plots are normalized by the largest values in their
depth/range extent.~c! and~d! are the vertical slices of~a! and~d! at the PS range of 4.7 km. The curves in~e! show the reverberation levels using a 100 ms
Gaussian-shaped pulse: BS~blue! and TR~red!. The TR reverberation~red! shows about a 5 dBnotch around 6.4 s, corresponding to the PS range. Note that
the overall level of BS is 5–10 dB higher than the TR due to the waveform normalization at the SRA prior to retransmission.
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FIG. 3. The TRM Experiment carried out north of Elba Island off the west coast of Italy:~a! map around the SRA denoting the positions of the CTD
measurements taken on three consecutive days and~b! sound speed profiles showing the spatial and temporal variability.

FIG. 4. ~a! Experimental configuration for reverberation measurements. The PS was deployed from the R/V ALLIANCE at 60 m depth and 4.7 km range away
from the SRA. The PS pulse was a 100 ms long pure tone at 3.75 kHz.~b! TR focusing recorded by the VRA near the PS. For comparison purposes,~c! shows
a BS transmission received at the VRA that fills the water column.
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elements and time is equal to the maximum element source
level of 174 dBre 1 mPa used during the experiment. This
results in approximately 8 dB less energy being transmitted
by the SRA for the time-reversal~TR! transmission com-
pared to the conventional broadside~BS! transmission, as
shown in the next section.

B. Reverberation

In this section we simulate the reverberation reduction
using a time-reversal mirror. First consider non-TRM rever-
beration from a broadside~BS! SRA transmission. BS is an
excitation of the SRA with equal amplitudes. Figure 2~a!
shows one-way BS transmission loss in range and depth at
3.5 kHz. The geometrical spreading term 1/r has been re-
moved and the dynamic range is 20 dB. On the other hand,
Fig. 2~b! shows two-way time-reversal~TR! focusing when
the probe source~PS! is at a 4.7 km range and 60 m depth.
Note the triangle-shaped shadow zones formed above and
below the focus. Figures 2~c! and 2~d! are vertical slices of
~a! and~b!, respectively, at the PS range of 4.7 km, display-
ing the energy distribution across the depth. The TR field in

the shadow of~d! is lower than that of the focus by 15–20
dB, consistent with the experimental results reported in Refs.
9, 14, 10.

Figure 2~e! shows calculated reverberation levels for
both BS and TR transmissions using a 100 ms Gaussian-
shaped pulse at 3.5 kHz. The reverberation field is averaged
incoherently across the SRA elements. Two important obser-
vations can be made. First, the overall level of BS~blue! is
higher ~approximately 8 dB! than the TR level~red! due to
the normalization applied at the SRA prior to retransmission,
as predicted. Second, and more important, the TR retrans-
mission produces about a 5 dB reverberation notch~red ar-
row! around 6.4 s corresponding to the PS range of 4.7 km.

The inherent assumption in our numerical modeling of
bottom reverberation is that both the environment and inter-
face roughness are axisymmetric so that there is no out-of-
plane scattering. In addition, we neglect volume scattering
and ocean surface scattering. These assumptions certainly are
unrealistic in general and we do not attempt to do direct
model/data comparisons in this paper. Therefore, the abso-
lute levels are not intended to be comparable. However, the
experimental results presented in the next section confirm the
existence of the notch.

FIG. 5. Measured backscattered field at the SRA:~a! BS transmission and~b! TR transmission. The ambient noise field is also displayed in~c! as a reference.
~d! Shows the corresponding reverberation level incoherently averaged across the upper SRA elements~8–29! along with the ambient noise level: BS~blue!,
TR ~red!, and noise~green!. The TR reverberation indicates about a 3 dBnotch around 6.3 s corresponding to the PS range of 4.7 km.
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III. EXPERIMENTAL RESULTS

A time-reversal experiment was performed May/June
2000 north of Elba off the west coast of Italy, as shown in
Fig. 3~a!. The reverberation portion of the experiment was
conducted 5 miles north of Elba in an area of water depth
112 m having a gentle downward slope to the north. A de-
tailed oceanographic survey was carried out during the ex-
periment. Sound speed profiles~SSP! were collected fre-
quently by CTD casts that clearly indicate the downward-
refracting structure with a slight range dependency in the
north–south direction, as shown in Fig. 3~b!. The SRA had
29 transducers spanning a 78 m aperture~2.786 m interele-
ment spacing! with a center frequency of 3.5 and 1 kHz
bandwidth. During this part of the experiment the SRA was
operated at 3.75 kHz to avoid some unexpected electronic
self-noise around 3.5 kHz. The maximum source level was
174 dBre 1 mPa per transducer. A detailed description of the
TRM hardware can be found in Ref. 15. We also deployed a
32-element vertical receiver array~VRA! to measure bistatic
reverberation as well as to monitor the time-reversal focus.

A. Reverberation reduction

The experimental configuration for reverberation mea-
surement is shown in Fig. 4~a!. The SRA covered the water
column from 24 to 102 m. A probe source was deployed at
60 m depth from the R/V Alliance that was positioned 4.7
km south of the SRA. A 100 ms pure tone pulse at 3.75 kHz
was transmitted from the PS and 3 min later~JD161
11:23:00! the SRA retransmitted the received probe signal in
time-reversed order. For comparison purposes, a broadside
transmission also was carried out~JD161 11:10:00!. The
transmission from the SRA were monitored using the VRA
deployed next to the PS from the R/V Alliance that covered
the water column from 20.5 to 82.5 m with a 2 minterele-
ment spacing. Figures 4~b! and 4~c! show the TR focusing
and the BS transmission measured by the VRA, respectively.
The sharp focus in Fig. 4~b! occurs at an apparent depth of
63 m ~although the PS depth was 60 m, the difference may
be due to a slight tilting of the VRA!. The intensity decreases
rapidly, moving away from the focal depth, and at 80 m~still
32 m above the bottom! the level is 15 dB lower than that of
the focus. In contrast, the BS transmission~c! shows the
acoustic field spreading over the water column and a high
level appears at the lower elements of the VRA, suggesting
that high levels also are interacting with the ocean bottom
below the VRA.

The returning backscatter from these transmissions was
recorded monostatically by the SRA. Figure 5 shows the
measured reverberation field:~a! BS and~b! TR transmis-
sion. The ambient noise level also is shown in~c! as a ref-
erence. During this measurement, three of the SRA transduc-
ers ~Channels 11, 17, and 21 from the bottom! were not
operating correctly and were disabled~thick blue horizontal
lines!. Figure 5~b! indicates that a lower level appears be-
tween 6 to 6.5 s in the upper channel elements~8–29! of the
SRA, which is close to the ambient noise level in Fig. 5~c!.
This structure becomes clear in Fig. 5~d!, where the corre-
sponding reverberation levels are superimposed: BS~blue!,
TR ~red!, and ambient noise~green!. The levels are obtained
by incoherent averaging of the upper 19 channels~8–29!.
The reverberation is strong initially and decreases about
15–20 dB in 7 s. Note that the BS level is about 5 dB higher
than that of the TR due to the difference in the transmitted
level, as described in Sec. II. In this case, approximately 5
dB less energy was transmitted by the SRA for the TR trans-
mission compared to the conventional BS transmission. The
existence of a reverberation notch approximately 400 ms
wide ~red arrow! and about 3 dB deep is evident. The 3 dB
depth is smaller than the 5 dB predicted by numerical mod-
eling in Sec. II, which likely is due to the simplified two-
dimensional nature of the simulation.

B. Echo enhancement

In the previous section, we confirmed reduced rever-
beration using the time-reversal process. The measurements
in Fig. 4 also showed an increased level of ensonification at
the probe source location~by approximately 5 dB! for the TR
transmission over that of the BS transmission.

Here, we present an experimental result including an

FIG. 6. Schematic for a bistatic scattering experiment. An air-filled tube
simulating a target and a PS were deployed from the R/V Manning. The
SRA transmitted BS pings as well as the time-reversed probe source recep-
tion. The transmissions were monitored bistatically by the VRA deployed
from the R/V Alliance.
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artificial target showing improved target detectability with
the time-reversal method. Figure 6 shows the schematic for a
bistatic scattering experiment. An air-filled tube was used as
an artificial target.16 The tube was 30 m long and 0.076 m in
diameter. It then was folded seven times to be a 4 mlong fat
target with unknown target strength. The artificial target was
deployed at depth of 60 m from the R/V Manning. First, a 1
s long LFM ~3–4 kHz! probe source pulse was transmitted
near the target. After receiving the probe source pulse, the
SRA located 3.52 km away from the R/V Manning retrans-
mitted the time-reversed signal. At the same time, the R/V
Alliance deployed the VRA to monitor the target echo bi-
statically 6.25 km away from the SRA and 3.32 km away
from the R/V Manning. For comparison purposes, the SRA
also transmitted a broadside ping.

Figures 7~a! and 7~b! show the results of the BS and TR
transmission, respectively. Note that the received signals
were matched filtered by the original pulse. The broad area
around 4.2 s is the direct arrival from the SRA to the VRA.
After this, the BS still produces high reverberation up to 4.8
s while the TR shows a relatively low-level background level
during the same time. An echo is visible around 4.52 s in the
TR ~b!, which is the expected time of the target arrival cor-
responding to a range of 6.84 km~the SRA-Manning-
Alliance distance!. The enhanced detectability of the target

echo in Fig. 7 is believed to be due to the combined effect of
focusing on the target and reduced reverberation near the
target. Unfortunately, the SRA was experiencing a self-noise
problem at the time and the relatively low-level backscat-
tered signal~target echo and reverberation! could not be
measured monostatically.

IV. CONCLUSIONS

Echo-to-reverberation enhancement using time reversal
was demonstrated experimentally using monostatic and bi-
static configurations in the 3–4 kHz band in a mildly range-
dependent shallow water environment. The monostatic ex-
periment showed a reverberation notch of about 3 dB depth
at the probe source range with a time-reversal transmission.
This was in addition to an overall reverberation reduction of
approximately 5 dB and an enhancement in the ensonifica-
tion level at the probe source location of approximately 5 dB.
These experimental results are consistent qualitatively with
numerical simulation results. The bistatic experiment with an
artificial target also verified improved target detectability us-
ing the time-reversal method.

FIG. 7. Experimental results for bistatic scattering observed by the VRA:~a! BS and~b! TR. A signal presumed to be the target echo is seen in~b! at the
expected time~4.52 s! corresponding to the SRA-Manning-Alliance range~6.84 km! with the time-reversal transmission after the direct arrival~4.2 s!. The
target echo is not detectable in~a! due to the high background reverberation. The pulse was a 1 slong LFM ~3–4 kHz!, and the received signals were matched
filtered. Note that the dynamic ranges for the lower two displays are different.
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I. INTRODUCTION

The classical theory of wave propagation in turbulent
media considers wave propagation in isotropic or locally iso-
tropic and homogeneous random media and based on statis-
tical representation of the turbulence.1–3 The statistical mo-
ments of phase and log-amplitude fluctuations of a sound
wave propagating in the turbulent atmosphere have been cal-
culated by Tatarskii4 using the ray approximation and by the
Rytov method. Ray acoustics has been a standard approach
for rigorous consideration of sound wave parameters for out-
door experiments. However, when the propagation distance
is too large for diffraction to be neglected the Rytov approxi-
mation enables us to obtain, for this class of problems, a
broader range of results than geometrical optics does. More-
over, for example, in statistical tomography in seismic me-
dia, all scales of heterogeneities are present and finer scale
velocity structures also have an impact on the travel times
and the imaging process, which leads to failure of the geo-
metrical optics.5,6

The modern theory of sound propagation in a moving
random medium has been developing intensively since the
mid-1980s.7 The statistical characteristics of sound waves
propagating in a moving random medium with an arbitrary
state equation have been calculated by the ray acoustics, Ry-
tov, and parabolic-equation methods. All these new results
are systematically described by Ostashev.8 Efforts focusing
on the stochastic Helmholtz equation and its parabolic ap-
proximation are especially of interest. In this approach the
small perturbation method is the most frequently used solu-
tion to the parabolic approximation.9,6 In this method the
influence of turbulence on ultrasonic wave propagation is
expressed in terms of travel time and amplitude variations.

Experimental outdoor studies of time of flight variance
have been performed infrequently despite their significance
in understanding the properties of wave propagation in a
turbulent atmosphere. Laboratory measurements are also rare
due to technological limitations of measuring devices. Some
preliminary outdoor investigations on the influence of atmo-

spheric turbulence on sound propagation have been per-
formed by Otrezov and Chunchuzov,10 Daigle et al.,11,12

Rasmussen,13 Bass et al.,14 Ostashevet al.,15 Wilson and
Thomson.16,17 Laboratory investigations were done by Ho
and Kovasznay,18 who made measurements across an airjet
over an extremely short propagation distance. Blanc-Benon19

generated plane acoustic waves with a pistonlike sound
source and measured the acoustic phase variance as a func-
tion of different frequencies.

Another rapidly developing approach, besides analytical
and experimental, is the numerical one. The effect of turbu-
lence on sound propagation through numerical simulations
was investigated in works by Karweitet al. ~Ref. 19 and
references therein!, Blanc-Benon,20,21 Chevret,22 and Ioos
et al.23 analytically and numerically studied the high fre-
quency propagation of acoustic plane and spherical waves in
random media. Using ray acoustics and a perturbation ap-
proach they obtained the travel time variance at second order
and demonstrated nonlinear behavior of travel time variance
at large propagation distances.

In the late 1980s so-called velocity shift was discovered.
This effect corresponds to the situation when apparent veloc-
ity of the wave is higher than the velocity corresponding to
that in the background homogeneous medium; the difference
is called ‘‘velocity shift.’’ This is in accordance with Fer-
mat’s principle: the wave path minimizes the travel time of
the wave.23,6 In other words we can consider the travel time
shift in turbulent media. This effect has been studied numeri-
cally and theoretically.6

The main objective of this paper is to apply the ultra-
sonic technique to investigate the logamplitude and travel
time variations as well as average travel time as functions of
travel distance and mean velocity under laboratory condi-
tions. In the experiment, the conditions for ray acoustics are
violated and slight diffraction effects have to be taken into
account. Therefore, the theoretical analysis of the present
work is based on the parabolic equation with Chernov ap-
proximation and consequent application of the Rytov
method, written in terms of log-amplitude and phase varia-
tion. Analytical statistical moments of phase and log-a!Electronic mail: tatiana@wpi.edu
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amplitude for Kolmogorov and Gaussian spectra are com-
pared to experimental data.

In Sec. II we describe the experimental setup, which
follows an earlier experimental design described in Andreva
and Durgin.24 In Sec. III we summarize the theoretical results
of Rytov and Ostashev to make direct comparison with our
experimental observations. Mathematical results are listed
without derivations since complete discussion can be found
in references. In Sec. IV we discuss experimental results and
make comparisons with analytical predictions.

II. EXPERIMENTAL APPROACH

The experiments were carried out in a wind tunnel of
107 cm length with a 29.8 cm329.5 cm rectangular test
section. Turbulence was produced by a bi-planar grid con-
sisting of a square mesh of aluminum round rods with diam-
eter 0.635 cm positioned 2.54 cm between centers. The mesh
size, M, was therefore 2.54 cm, and the grid solidity was
0.36. At a sufficient distance downstream from the grid the
flow becomes locally isotropic and a power law is
applicable.25 Studies and criteria, which relate to identifica-
tion of the downstream position, where the flow becomes
nearly homogeneous, isotropic, and locally isotropic are de-
scribed in detail in the literature.26–28 Experimental condi-
tions were chosen similar to the experiments by previous
investigators who studied decay of velocity fluctuations, per-
formed measurements of spectrum of velocity fluctuations,
etc., for the specific grid and tunnel geometry as well as
mean velocities.25,29,30In this paper our primary concern will
be application of the ultrasonic technique for investigation of
the effect of turbulence on ultrasonic wave propagation. In
the experiment we measure travel time and amplitude of ul-
trasonic waves. In our experiment we used two transducers
working at a frequency of 100 kHz, designed for air appli-
cations, located on the upper and lower sides of the tunnel, as
shown in Fig. 1. Transducer-transmitter is excited by the pro-
grammable signal generator and a power amplifier by means
of burst of four 100 kHz square waves with 50 mV ampli-
tude. The function generator is initiated by National Instru-
ment Data Acquisition Card~DAQ!, which produces 5 V
amplitude square waves with a frequency of 500 cycles/s.
The ultrasound beam, sent by the first transducer, was re-
ceived by the second one. The analog data, then, from the
second transducer was transported to a CompuScope 82G
DAQ with large acquisition memory and wide analog band-
width, that transformed analog data to digital data and trans-
ferred data from CompuScope 82G card to the PC memory

with the resolution of 531029 s. Both DAQ cards were in-
stalled inside the PC. The major challenge in this class of
problems is to measure the propagation time with a high
precision. The National Instrument DAQ allows one to de-
tect the burst departure time extremely accurately and, fi-
nally, digital representation of the experimental data pro-
vided by CompuScope 82G DAQ allowed determination of
the travel time very precisely. Figure 2 demonstrates a typi-
cal data representation obtained from CompuScope 82G
DAQ, transferred to the PC and processed inEXCEL. The
acquisition rate was 53107 samples/s. The first signale1

corresponds to the burst of square waves produced by the
function generated that initiated the transducer-transmitter.
The second signale2 is the signal received by the second
transducer. The block diagram of analog and digital process-
ing is shown in Fig. 3. The measuring time for each single
run was 45 s~approximately 15 Mb of measured data!. For
each measurement the travel time was averaged over more
then 700 realizations.

III. THEORETICAL BACKGROUND

There are three primary spectral subranges in turbu-
lence: the energy-containing, the inertial, and the
dissipation.3 The integral scaleL0 is the characteristic length
of the largest motions while the Kolmogorov microscalel 0 is
the smallest, most dissipative of the motions. There is no
existing model to accurately describe the entire turbulence
spectrum. Consequently, it is important to know which por-
tion of the spectrum contributes most significantly in a given
acoustic propagation problem. The large-scale, energetic mo-
tions drive acoustic phase fluctuations, while smaller-scale
motions drive the amplitude fluctuations.31 The energy-
containing subrange plays the primary role in the experiment
reported here. For our experimental conditions the smallest,
Kolmogorov, scale isl 0'5.631024 m, while the largest, in-
tegral, scale is the size of the grid spacing,L052.54
31022 m. The maximum length of the travel path of acous-

FIG. 1. Sketch of the wind-tunnel test section with ultrasonic transducers
functioning as a transmitter and a receiver.

FIG. 2. Transmitted~burst of square waves generated by the function gen-
erator! and received~sinusoidal waves! signal as they appear from digital
data acquisition system CompuScope 82.
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tic wave is 0.45 m. Consequently, according to the geometry
of the experiment our experimental domain falls into the
diffraction region.

The equations for the variances of the log-amplitude and
phase fluctuations of a plane wave in a moving random me-
dium derived from parabolic equation by means of Rytov
method9 have the following form:8
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p2k2x

2 E
0

`

KF12
KF

2

K2
sin

K2
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2GFeff~0,K !dK, ~1!
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0

`

KF11
KF

2

K2
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K2

KF
2GFeff~0,K !dK. ~2!

HereKF
25k/x, wherek is a wave number andx is a travel

distance. Note thatKF5A2p/LF , where LF5Alx is the
scale of the first Fresnel zone andl is a wavelength.Feff is
the three-dimensional spectral density of the random field
and is called an effective function. The equations for statis-
tical moments off andx are valid for an arbitrary spectra of
inhomogeneities in moving random medium. For our pur-
pose we use Kolmogorov and Gaussian spectra of medium
inhomogeneities. For the Kolmogorov spectrum the Markov
approximation for the effective spectral density is8

Feff~0,K !5AS Ce
21

22

3

Cv
2

c0
2 D 2

K211/3, ~3!

whereA is a numerical coefficient,Ce
2 andCv

2 are the struc-
ture parameters of the random field.8 Substituting Eq.~3! into
Eq. ~1! and calculating the integrals overt andK2 results in
a formula for the variance of log-amplitude fluctuations for a
plane wave:
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Substitution of Eq.~3! for the Kolmogorov spectrum into the
integral for phase fluctuations results in a divergent integral.
Therefore,̂ f2& can be determined neither for a plane nor for
a spherical wave.8 The formula for an effective spectral den-
sity for the Gaussian spectrum is

Feff~0,K !5
l 3

8p3/2S se
21

sv
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2 D exp~2K2l 2/4!, ~5!

where scalel is greater than the inner scale of the turbulence,
l 0 , and smaller than the outer scale,L0 :L0. l . l 0 . For plane
wave propagation, the variances of the log-amplitude and
phase fluctuations are8
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In Eqs.~6! and~7! D54x/(kl2) is the wave parameter used
in the theory of waves in random media1 andsv is a variance
of velocity fluctuations. Equations~6! and ~7! in their origi-
nal version were given forsv

250.9

IV. EXPERIMENTAL RESULTS AND DISCUSSION

We consider a locally isotropic turbulent flow, generated
by a grid at room temperature. The purpose is to investigate
the log-amplitude and travel time of acoustic waves as func-
tions of travel distance as well as a mean velocity. Two dif-
ferent experimental setups are presented in Figs. 4~a! and~b!.
The first setup shown in Fig. 4~a! serves for investigation of
acoustic wave parameters as a function of a mean velocityU,
that changes from 1 to 10 m/s, so that the Re number based
on the grid space size changes from 4016 to 20 080. The path
length stayed unchanged. The second setup shown in Fig.
4~b! serves to study the influence of the travel distance that
changes from 0.33 to 0.45 m. The mean velocity was un-
changed, 3.5 m/s.

In the first set of experiments, acoustic waves were sent
upstream and downstream with respect to the mean flow.
Travel time for both cases is plotted in Fig. 5 along with the
theoretical estimates for the travel times in the homogeneous
uniformly moving medium. The effect of the travel-time shift
Dt between̂ t& andt0 , wheret0 is travel time in undisturbed
media, is observed. Average travel time^t& is defined as
( t

Nt i /N. Due to the fast path effect, the effective velocity is
higher than the mean velocity of the medium. Indeed,^t&
<t0 and X/^t&>X/t0 .23 The effect is in accordance with
Fermat’s principle and supported by experimental evidence
in the area of statistical tomography reported in recent
works.6,32,33

FIG. 3. Block diagram of data acquisition system.
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Another interesting effect of acoustic wave propagation
is that in accordance with ray acoustic theory there is a linear
increase of travel-time variance with distance.1 However,
nonlinear effects at a certain propagation distance were ob-
served in numerical experiments by Karweitet al.19 and in
the work by Ioosset al.23 In our experiment due to the lim-
ited size of the wind tunnel we did not reach the distances
where these nonlinear effects could be observed. In Fig. 6 we
compare our experimental data first with theoretical results
obtained by Ioosset al.23 In their work the authors were
investigating travel time using geometrical optics approach,
which neglects all diffraction phenomena. They developed a
theoretical model for the second-order travel-time variance
for the plane waves. Second, we compare our results with

solution of the parabolic equation for the travel-time vari-
ance of a plane wave in a moving random media, derived by
means of the Rytov method and Markov approximation for
the Gaussian spectrum of medium inhomogeneities,9 Eq. ~6!.
During the experiment we did not have a possibility to mea-
sure all flow parameters entering Eq.~6!. Consequently, for
comparison, we simply reproduce the arctangent behavior of
the travel time variance, namely,̂t2&[^(t2^t&)2&;(D
1arctanD). The scalel entering the parameterD was esti-
mated to be approximately;531023 m.25 For demonstra-
tion purposes, all the analytical lines start from the same
point. We observe that nonlinear effects of second-order
travel-time variance do not appear at such short distances.
Moreover, comparison of the travel time variance obtained
using the Rytov method and ray acoustic approach reveals
that some of the results of geometric acoustics are acceptable
even beyond the area of the validity of the approach. It has
been shown by Rytov9 that the ray acoustics is accurate
enough for phase difference calculations, since accounting
for diffraction effects matters only in numerical coefficients.

Figure 7 shows experimental data for log-amplitude
variations plotted along with theoretical results, Eq.~4! for
Kolmogorov spectra, Eq.~7! for Gaussian spectra and its

FIG. 4. Diagrams of two experimental setups. Setup~a! serves to investigate
the acoustic wave parameters as a function of a mean velocityU, setup~b!
serves to stuffy the influence of the travel distance,L.

FIG. 5. Experimental data for mean travel time as a function of mean
velocity for upstream and downstream propagation plotted along with the-
oretical estimates for the travel times in undisturbed medium.

FIG. 6. Experimental data for the travel-time variance vs normalized travel
distancex/M . Rytov solution and theoretical model by Ioosset al. are plot-
ted for qualitative comparison.

FIG. 7. Experimental data for the log-amplitude variance as a function of
travel distance. Rytov solution for Kolmogorov spectra, Gaussian spectra,
and Frauhofer diffraction are plotted for qualitative comparison.
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limiting case, Frauhofer diffraction forD@1. In the interme-
diate case, which is the case in our experiment~D is close to
unity!, the nonlinearity due to arctangent is well established.
The general form of the log-amplitude variance in the case of
Gaussian spectra, which takes into consideration small dif-
fraction effects, is the best fit for our data. For demonstration
purposes, all the analytical lines start from the same point.
For the present paper we did not intend to achieve quantita-
tive agreement, but rather qualitative accordance.33

V. CONCLUSIONS

The new result of this work is the experimental data,
collected under the laboratory conditions using high accu-
racy equipment. Such experiments are rarely performed de-
spite their crucial importance in understanding the described
phenomenon.

Using experimental data of travel time the effect of tur-
bulence on acoustic wave propagation has been demon-
strated in terms of travel time and log-amplitude variations.
Experimental data have been interpreted using theoretical
analysis based on Rytov’s approach.

From the travel-time measurements performed in both
turbulent and nonturbulent media, Fermat’s principle has
been validated.

It is clear from experimental results for travel-time vari-
ance that in the presence of small diffraction effects, the ray
acoustic approach is valid, so the area of ray acoustic ap-
proach is broader than the rigorous sufficient conditions de-
fined, at least for travel-time fluctuations. The experimental
data confirm the qualitative considerations, expressed in
Rytov9 in that amplitude variation is more influenced by dif-
fraction effects than the travel time variation.

Overall, experimental data demonstrate good agreement
with analytical estimations. It should be emphasized that
such experiments are possible only due to Hi-Tech equip-
ment, available today and capable of collecting enormous
amounts of experimental data at high rate and analyzing it.
This opens a new perspective in elucidating the properties of
wave propagation in random media.
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A model is proposed to predict acoustic waves generated in a transversely isotropic cylinder by a
laser line pulse extended in beamwidth and time duration, and an application to elastic constants
measurement is presented. Documented good agreements are observed in the comparison of
experimental and theoretical normal displacements for aluminum cylinders under either ablation or
thermoelastic generation. Bulk waves are identified and processed for the elastic constants
measurement. The effects of source beamwidth and time duration on wave forms and on the elastic
constants measurement are predicted by numerical simulations. For nondestructive evaluation
applications using bulk waves, a radius of 0.3 mm appears as a minimum limit for the sample size
using a laser source of 0.1 mm beamwidth and 20 ns time duration. Elastic constants of aluminum
rods are experimentally measured with very good accuracy. ©2004 Acoustical Society of
America. @DOI: 10.1121/1.1651191#
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I. INTRODUCTION

Cylindrical parts often acting as rotating axes of a ma-
chine play important roles. Nowadays, they are in a particu-
lar favor of new materials with enhanced mechanical prop-
erties such as fiber-enhanced composite materials, which
have high performance in strength and durability. Many
manufactured rods, fibers, and other cylindrical structures
have transverse isotropy. There is an increasing demand of
measuring nondestructively their elastic constants, which are
often directly related to their mechanical performances. Ad-
ditionally, a cylinder with its unique geometry is a basic
target for the acoustic wave propagation research.

Understanding the wave propagation in a cylinder is a
necessary step before considering any possible application.
Surface acoustic or Rayleigh wave propagating on an isotro-
pic and homogeneous cylinder was considered in 1927 by
Sezawa,1 who obtained its characteristic equation and calcu-
lated the dependence of its velocity on the radius of the cyl-
inder. More detailed studies were reported in 1967 by
Viktorov,2 who calculated its dispersive curve and made a
comparison to experimental data detected by conventional
piezoelectric transducers. Higher Rayleigh-type waves were
termed as ‘‘Whispering-gallery modes’’ by Uberall in 1973.3

Due to the coupling difficulty of such transducers, few ex-
perimental reports on the wave propagation for a curved me-
dium had been published until the development of the laser
ultrasonic technique,4 in which ultrasonic waves are both
generated and detected by lasers. With the remarkable fea-
tures of noncontact, high spatial and temporal resolutions
introduced by this technique, various studies on materials of
curved surfaces have been carried out. As an example, Ray-
leigh wave propagating on a sphere was observed experi-

mentally in 1988,5 and a further detailed study has been re-
ported later.6 Rayleigh wave propagating on a cylinder was
also studied by this technique.7,8 The finite element method
has been used to predict the bulk and surface wave propaga-
tions when laser beam was focused by a cylindrical lens.9

Very recently, authors have published a model10 to success-
fully predict the bulk and surface wave propagations in a
transversely isotropic cylinder under either ablation or ther-
moelastic generation. In this model, the laser pulse was rep-
resented by a sudden normal force with delta function in
time for ablation generation or by a dipolar force with a
Heavside step function in time for thermoelastic
generation.10 Since laser pulses have certain beamwidth and
time duration, these representations can only hold true when
the cylinder is large enough to neglect the influence of these
physical dimensions. Therefore, it is necessary to take ac-
count of the influence when the radius of the cylinder turns
to small values.

There has been considerable study of the acoustic scat-
tering characteristics of a transversely isotropic cylinder for
the purpose of determining its elastic properties. For a typi-
cal example, resonance acoustic spectroscopy, the study of
resonance effects present in acoustic echoes of an elastic
target, was proposed to evaluate the elastic constants of the
cylindrical samples.11 For this technique, the sample must be
immersed in a fluid like water or another material. This lim-
its its capability when the sample is not allowed to do so,
such as the measurement at elevated temperatures. Actually,
many new materials are intended for use at a high tempera-
ture. Another resonance technique, the measurement of lon-
gitudinal and torsional resonance frequencies of samples of
known geometry, has determined nondestructively the elastic
constants of various crystals at high temperature.12 Free vi-
brations of a transversely isotropic finite cylindrical rod has
been analyzed for the purpose of elastic constantsa!Electronic mail: y.pan@lmp.u-bordeaux1.fr
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determination.13 But this technique requires proper machin-
ing of samples and fine identification of the resonance peaks.
Moreover, noncontact measurement is not possible with this
technique. Fortunately, the above limitations are circumvent
with the laser ultrasonic technique, in which the ultrasonic
waves are generated and detected at a distance, without any
contact to the sample.

Recently, many studies have focused on applications of
the surface acoustic waves by the laser ultrasonic technique.
The velocities of the Rayleigh wave of steel rods receiving
different heat treatments were measured to characterize the
surface residual stress of the cylindrical parts.14 The acoustic
waves propagation in a sphere has been analyzed to establish
a guideline for the design of a ball surface acoustic wave
device.6 The surface wave propagation on a cylinder has
been studied to detect surface break defects.15 According to
the author’s knowledge, no study on applications of bulk
waves in either the sphere or cylinder has been reported us-
ing this technique.

In order to address cylinders of all possible sizes for
both forward and inverse problems, the published model10 is
generalized in this paper to predict the acoustic waves gen-
erated in a transversely isotropic cylinder by a laser line
pulse extended in beamwidth and time duration. The appli-
cation to the measurement of the elastic constants is further
considered. At first, the general problem is formulated in
Sec. II. Transformed solutions of the generalized model and
an inverse transform scheme are presented in Sec. III. To
validate the modeling, the calculated normal displacements
of aluminum cylinders under either ablation or thermoelastic
generation are compared to the experimental signals detected
by the laser ultrasonic technique, in Sec. IV. The effects of
the source beamwidth and time duration are fully analyzed in
Sec. V. Finally, the elastic constants measured on both cal-
culated and experimental wave forms under either generation
regime are presented and discussed in Sec. VI.

II. GENERAL FORMULATION

Let us consider a homogeneous and transversely isotro-
pic cylinder of infinite length, radiusa, and densityr. As
shown in Fig. 1~a!, the symmetrical axis of the cylinder is
assumed to coincide with thez axis of its cylindrical coordi-
nates~r, u, z!. A pulsed laser is used to generate acoustic
waves in this material. Here, ‘‘detection’’ is to denote an

experimental technique, generally an optical detection
technique,4 which is applied to measure these acoustic
waves. If a cylindrical lens is used to focus the laser beam,
this laser can be modeled as a line-like acoustic source,
which lies at the boundary of the cylinder,r 5a, and extends
along thez direction. As shown in Fig. 1~b!, the laser source
is assumed to have a beamwidthb and a time durationt, and
it impacts on the cylindrical surface of an area with a cylin-
drical angle 2a. To denote the detection position on the cyl-
inder, cylindrical coordinates~a, u! are chosen, considering
u50 for the source position.

Let c11 andc12 denote the two independent elastic con-
stants related to the isotropic plane perpendicular to thez
axis. Owing to the symmetry imposed by the source shape,
this problem shows invariance along thez direction. The
nonzero components of the displacement vector depend on
two spatial variablesr, u and on timet. These components,
denotedur anduu can be written as16
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where the two scalar potentialsw andx are governed by the
following wave motion equations:
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Before turning our attention to the boundary conditions,
let us defineq(t) as the normalized function that represents
the source time dependency. Normalization means that the
integral ofq(t) over its variable equals unity. This function
is chosen for the pulsed laser source with a rise timet/2, i.e.,
pulse durationt as17

q~ t !5
4t

t2 e22t/t, for t>0. ~3!

In the remainder,q(t) will be changed in to the delta func-
tion d(t) when a source durationt50 is considered. Recip-
rocally, in the space domain, since ablation occurs when the
density of the laser light intensity overpasses a certain
threshold,18 the acoustic source distribution is considered as

gA~u!5H 1

2a
, 2a<u<a,

0, other,

~4!

for this generation. Additionally, the distribution for the ther-
moelastic generation is assumed to be proportional to the
light intensity.19 Therefore a normalized Gaussian function,

gT~u!5
1

2aAp
e

2q2

4a2 , ~5!

represents the acoustic source in this generation. In Eqs.~4!–
~5!, the anglea is determined by the beamwidth and the
cylindrical radius asa5 arctan(b/a); see Fig. 1~b!. Here
gT(u)

FIG. 1. Problem geometry.
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andgA(u) will be changed into the delta functiond~u! when
a source widthb50 is considered.

Then, two componentss rr ands ru of the stress tensor at
any point of the surface must comply with the following
boundary conditions:

H s rr ur 5a52F0f ~ t ! (
n52`

1`

gA~u22np!

s ruur 5a50,

, ~6!

for the ablation generation,18 or

H s rr ur 5a50,

s ruur 5a52F0E
0

t

f ~«!d« (
n52`

1`
]gT~u22np!

]u
,

~7!

for the thermoelastic generation.17 In Eqs.~6! and ~7!, F0 is
a certain loading in N.ms.m21 related to the laser line pulse,
andn stands for the number of clockwise (n.0) or counter-
clockwise (n,0) roundtrips of the generated acoustic
waves. Let us underline that adopting these expressions, a
normal loading is considered in the ablation generation, Eq.
~6!, and a dipolar force is represented in Eq.~7! for the
source shape in the thermoelastic generation.20 Additionally,
if the pulse duration ist50, the ablative source is impulsive,
and it shows a step-like evolution in the time domain for the
thermoelastic generation since thermal diffusion is neglected.

III. TRANSFORMED SOLUTIONS AND NUMERICAL
INVERSE SCHEME

The two-dimensional Fourier transform of the displace-
ment field over the coordinateu and timet is now consid-
ered, and it is noted asUi ( i 5r or u!. On notingn5kua,
whereku is the component of the wave vectork along theu
direction, the nonzero components of the displacement at a
given position and time are then as follows:

ui~r ,u,t !5
1

4p2 E E
2`

1`

Ui~r ,n,v!e2 j ~nu2vt !dn dv.

~8!

Doing so, the wave motion equations and the boundary equa-
tions can be linearized, providing explicit forms for the po-
tentialsw andx under either generation regime. Components
of the displacement are then obtained for ablation generation,

Ur~r ,n,v!52
F0a

~c112c12!Dn

sinc~ya!

~11 j vt!2

3H S n22
kT

2a2

2
2BTDBL

Jn8~kLr !

Jn8~kLa!

1n2~12BL!
a

r

Jn~kTr !

Jn~kTa!J (
n52`

1`

ej n2np,

Uu~r ,n,v!5
j nF0a

~c112c12!Dn

sinc~ya!

~11 j vt!2

3H S n22
kT

2a2

2
2BTD a

r

Jn~kLr !

Jn~kLa!

1~12BL!BT

Jn8~kTr !

Jn8~kTa! J (
n52`

1`

ej n2np, ~9!

and for thermoelastic generation,

Ur~r ,n,v!5
j n2F0a

v~c112c12!Dn

e2a2n2

~11 j vt!2

3H ~12BT!BL

Jn8~kLr !

Jn8~kLa!

1S n22
kT

2a2

2
2BLD a

r

Jn~kTr !

Jn~kTa!J
3 (

n52`

1`

ej n2np,

Uu~r ,n,v!5
nF0a

v~c112c12!Dn

e2a2n2

~11 j vt!2

3H n2~12BT!
a

r

Jn~kLr !

Jn~kLa!

1S n22
kT

2a2

2
2BLDBT

Jn8~kTr !

Jn8~kTa! J
3 (

n52`

1`

ej n2np, ~10!

where

Dn5~n22kT
2a2/2!22n21kT

2a2~BL1BT!/2

1~12n2!BLBT ,

BL5kLaJn8~kLa!/Jn~kLa!, ~11!

BT5kTaJn8~kTa!/Jn~kTa!.

Note that in Eqs. ~7!–~9!, kL5vAr/c11 and kT

5vA2r/(c112c12) are the scalar wave vector of the longi-
tudinal and transverse waves, respectively. Additionally,
sinc(na)5sin(na)/(na) is the sinc function, andJn8(x) is the
derivative of the Bessel functionJn(x).

Now, let us focus on the calculation of the integral in Eq.
~8!. When dealing with an elastic material, the integrand
shows discontinuities for particularku values. They corre-
spond to poles associated with the zeros of the dispersion
equation,

Dn50, ~12!

that describe the cylindrical Rayleigh waves2 and Whisper-
ing Gallery waves.3 The integration thus appears to be not
consistent with the Fourier transformation. A suited numeri-
cal integration method should, therefore, be applied. For
each value of the angular frequencyv, the integral on the

1539J. Acoust. Soc. Am., Vol. 115, No. 4, April 2004 Pan et al.: Laser line source radiating in cylinders



real axis of the variableku is calculated by means of the
method suggested by Weaveret al.21 In this scheme, the Fou-
rier transform is generalized by replacingv by a complex
variablev2 j d with a small, constant, and imaginary partd.
With this change of variable, Eq.~8! becomes

ui~r ,u,t !5
edt

4p2 E E
2`

1`

Ui~r ,n,v2 j d!

3e2 j ~nu2vt !dn dv. ~13!

The benefit of this method is twofold:~i! it preserves the
application of the fast Fourier transform algorithms for the
final inversion, and~ii ! the integrand is a nonsingular func-
tion that may now be integrated numerically. To perform the
numerical integration, the valued50.01 rad.ms21 has been
chosen for the auxiliary parameter in the following numeri-
cal calculations.

IV. EXPERIMENTAL VALIDATION

Using the inverse scheme described in Sec. III, the nor-
mal component of the displacement can be calculated for
either generation at the surface of various cylinders. The cal-
culated normal displacements are compared to the experi-
mental signals for two aluminum cylinders of radius 4.99
and 2.06 mm. A Nd:YAG laser is used for ultrasonic wave
generation in either the ablation or thermoelastic regime. The
pulse duration is 20 ns and infrared light emission is ob-
tained at 1064 nm with a maximum burst energy output of
340 mJ. The collimated optical beam is focused by means of
a cylindrical lens~the focus length is 150 mm!. The line
length and width are about 4 cm and 0.1 mm, respectively.
Using an optical heterodyne probe with a power output of
100 mW and with a sensitivity5 of 10214 m.Hz21/2, the nor-
mal displacement is measured at the surface. See Ref. 22 for
the detail experimental setup. In this paper, the observation
angle is the difference between angular coordinates of the
line source and point receiver in the cylindrical reference
frame.

The experimental and calculated normal displacements
generated by a laser line source of 20 ns duration and 0.1
mm beamwidth under ablation generation (a54.99 mm) and
thermoelastic generation (a52.06 mm) are shown in Fig. 2
and Fig. 3, respectively. The observation angle is 180°. The
aluminum density considered for calculations isr
52690 Kg.m23, and the stiffness coefficients arec11

ref

5111.3 GPa andc12
ref559.1 GPa.23 The calculated wave

forms have been scaled vertically by a constant correspond-
ing to the source strength to bring the amplitudes of the two
signals into the same scale. In this paper, all the time scales
in the figures are dimensionless variables obtained by divid-
ing time by a factortL , the arrival time of direct longitudinal
wave (tL52a/VL , whereVL is the velocity of longitudinal
waves in the studied cylinder!. This dimensionless time fa-
vors the comparison, since the time scale remains unchanged
for the same material with a different radius.

As shown in Figs. 2–3, the calculated and experimental
wave forms are in very good agreement for both generations.
The time, shape, and relative amplitude of each arrival are
identical. Especially, the arrivals of the first (R1) and the

second (R2) roundtrip of the cylindrical Rayleigh waves and
their dispersive behavior~the component of the low-
frequency part travels relatively fast! are clearly observed in
both wave forms. The arrival of the third (R3) roundtrip
cylindrical Rayleigh wave is also calculated and measured in
the thermoelastic generation. It is clear that such a cylindrical
Rayleigh wave has the similar shape and dispersive property
as the spherical Rayleigh wave studied by Royeret al.5 The
experimental and calculated direct longitudinal wave~L! and
the reflected transverse wave~TT! are observed under the
ablation generation, whereas they are not observable under
the thermoelastic generation. This phenomenon can be ex-
plained by the different directivities of the two generation.4

Moreover, this difference of the directivity between ablation
and thermoelastic generation can also explain the relative
amplitude difference of the reflected longitudinal waves~LL!

FIG. 2. Experimental~top! and calculated~below! normal displacements
generated by a laser line pulse of 20 ns time duration and 0.1 mm beam-
width under the ablation regime at an observation angle of 180° for an
aluminum cylinder of 4.99 mm radius.

FIG. 3. Experimental~top! and calculated~below! normal displacements
generated by a laser line pulse of 20 ns time duration and 0.1 mm beam-
width under the thermoelastic regime at an observation angle of 180° for an
aluminum cylinder of 2.06 mm radius.
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and the head waves~HW! that are observed for both regimes.
The ray trajectories ofL, LL, TT, andHW waves are shown
in Fig. 4. Following arrivals~not marked in Figs. 2–3! with
small amplitude are bulk wave modes resulting from the
multiple reflections of the longitudinal and transverse waves
within the cylinder.8 A comparison of the relative arrival
times and amplitudes of these bulk waves emphasize the
very good agreement between experiment and theory. Addi-
tionally, this comparison validates a more general calculation
scheme than that already published,10 since the time duration
and beamwidth are taken into account here, whereas the
Green’s function was considered previously.

V. EFFECTS OF TIME DURATION AND BEAMWIDTH

Analyzing the effects of the source beamwidth and the
time duration of the laser is necessary for the application
purpose. As presented in Sec. IV, cylindrical Rayleigh waves,
various longitudinal and transverse bulk waves are clearly
observable in the experimental wave forms for two alumi-
num cylinders. If further attempting to recover elastic con-
stants by measuring the time arrivals of selected waves, one
possibly raises such a question as whether these waves are
still observable for a very small cylinder. To respond this
question, one must study their effects on these wave modes.
In other words, one must understand how the shape and rela-
tive amplitude of a selected wave mode change along with
the size of the cylinder.

For such an analysis, numerical simulation instead of
experiment is preferred. The simulation can be performed on
the present model. Even though these effects can be studied
by experimenting on cylinders with radii covering a wide
range, simulating is relatively direct, complete, and clear.
The numerical simulations are carried in two folds:~i! study
the effect of the source time duration by varying the radius of
the cylinder while excluding the effect of the source beam-
width; and~ii ! study the effect of the source beamwidth by
varying the radius of the cylinder while excluding the effect
of the source time duration.

A. Source time duration

First let us analyze the effect of the source time duration.
Since a laser pulse generally has a fixed time durationt, this
effect is analyzed at differentt/tL ratios by varying the ra-
dius of the cylinder. The source beamwidth is assumed to be
zero to exclude its effect. The low limit oft/tL is zero, and
its upper limit is estimated as two if supposing no bulk wave
is observed when half the equivalent wavelengthlt5tVL is
greater than 2a, the diameter of the cylinder. Applying the

numerical inverse scheme described in Sec. III, normal dis-
placements at an observation angle of 180° for aluminum
cylinders under either ablation or thermoelastic generation
are calculated fort/tL ratios of 0, 0.02, 0.1, 0.2, 0.4, 0.8, and
2. Results are shown in Figs. 5–6, where the wave forms are
vertically scaled to obtain the same maximum amplitude for
each of them. To fix ideas, the ratio between maxima ob-
tained fort/tL equal 0 and 2, is 26 and 2 for Fig. 5 and Fig.
6, respectively. Under both regimes, the surface and various
bulk waves are losing more of their relatively high-frequency
components, and their amplitudes are becoming flatter until
they have completely disappeared, when ratiost/tL increase
from 0 to 2. Since the time duration of the pulse acts as a
low-pass filtering with its bandwidth inversely proportional
to t, it cuts off more of their relatively high-frequency parts

FIG. 4. Ray trajectories ofL, LL, TT, andHW waves observed in Figs. 2–3.
Hereuc is the critical angle for aluminum rods.

FIG. 5. Calculated normal displacements at an observation angle of 180° for
aluminum cylinders under the ablation generation for different ratios of the
source time durationt over tL the arrival time of the direct longitudinal
wave.

FIG. 6. Calculated normal displacements at an observation angle of 180° for
aluminum cylinders under the thermoelastic generation for different ratios of
the source time durationt over tL the arrival time of the direct longitudinal
wave.
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whent increases. Owing to this filtering, two successive ech-
oes cannot be distinguished if the delay between their arriv-
als is less than the time duration. Considering the direct lon-
gitudinal L and once reflected longitudinalLL ~the time
arrival is tLL5&tL) waves, it comes that they cannot be
separated ift/tL is greater than 0.4. This is in agreement
with the evolution of the wave forms plotted in Figs. 5–6. In
other words, if time arrivals are required for nondestructive
evaluation~NDE! purposes, cylinders with a radius less than
1.25tVL should not be chosen. For a laser source of 20 ns
time duration, this radius limit is 0.16 mm for an aluminum
rod.

B. Source beamwidth

Now let us analyze the effect of the source beamwidth.
As a finely focused laser generally has a certain beamwidth
b, this effect is analyzed at differentb/a ratios by varying the
radius of the cylinder. The low limit ofb/a ratio is zero, and
its upper limit is two. Here the source time duration is as-
sumed to be zero to exclude its influence. As shown in Fig. 7
and Fig. 8, normal displacements at an observation angle of
180° for aluminum cylinders are calculated forb/a ratios of
0, 0.02, 0.05, 0.1, 0.5, and 2 under ablation generation and of
0, 0.02, 0.05, 0.1, 0.3, and 0.5 under thermoelastic genera-
tion. The wave forms are also vertically scaled. The ratio
between maxima obtained forb/a equal 0 and 2 is 9 for Fig.
7, and this ratio forb/a equal 0 and 0.5 is 3 for Fig. 8. In the
ablation generation, Fig. 7, the amplitude of the direct longi-
tudinal wave~L! and that of the directly reflected wave (3L)
propagating back and forth along the cylinder diameter in-
crease whenb/a changes from 0 to 2, and no filtering occurs.
Relative amplitudes of other bulk waves and surface waves
flatten, until they completely disappear. However,HW arriv-
als are still observable. Increasing the source width acts as a
low-pass filtering in then domain. As detailed in Ref. 24,
this filtering changes the source directivity, and enlarging the
source size favors the generation of longitudinal waves in a

direction normal to the interface for this generation. In the
thermoelastic generation, Fig. 8, since the source directivities
of two generations are different,LL waves are observable
whereasL waves are no more distinguishable. Wave forms
are therefore more affected by increasing source size in this
generation than in the ablation generation. Consequently,
bulk LL andHW waves are not observable whenb/a reaches
0.5, but they are slightly affected by the source directivity for
ratio b/a up to 0.3. For a laser source of 0.1 mm beamwidth,
the cylinder radius limit is about 0.3 mm for NDE purposes.

When experimental signals are considered, both effects
should be considered simultaneously. Therefore, for NDE
application using bulk waves, a radius of 0.3 mm appears as
a minimum limit for the sample size with our experimental
devices.

VI. APPLICATION TO THE MEASUREMENT
OF ELASTIC CONSTANTS

As an inverse problem, it is generally considered to re-
cover the elastic constants by the time arrivals of acoustic
waves detected through the laser ultrasonic system. As de-
scribed in Sec. II, two independent elastic constants,c11 and
c12, are related to the isotropic plane of a transversely iso-
tropic cylinder, and they link with the longitudinal and trans-
verse wave velocitiesVL andVT by the following equation:

c115rVL
2

c125r~VL
222VT

2!. ~14!

Since the mass densityr and radiusa of the tested cylinder
can be easily measured, these two velocitiesVL and VT

should be obtained at the same time for the measurement.
Now let us determine how to measure the two velocities
under either ablation or thermoelastic generation.

First let us look at the experimental waveform under
ablation generation in Fig. 2. The longitudinal wave velocity
VL can be determined by measuring the arrival time of the
direct longitudinal wave~L!, or the reflected longitudinal

FIG. 7. Calculated normal displacements at an observation angle of 180° for
aluminum cylinders under the ablation generation for different ratios of the
source beamwithb over the cylinder radiusa.

FIG. 8. Calculated normal displacements at an observation angle of 180° for
aluminum cylinders under the thermoelastic generation for different ratios of
the source beamwithb over the cylinder radiusa.
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wave ~LL!. The transverse wave velocityVT can be deter-
mined by measuring the arrival time of the reflected trans-
verse wave~TT!, or the head wave~HW! afterVL was deter-
mined. The arrival time of head wavetHW links with VL and
VT by the formulas tHW5tL(b1cotanb) and b
5sin21(VT /VL). Owing to their relative amplitudes,L and
HW waves are chosen for the measurement. Although the
cylinder Rayleigh wave has a high amplitude, it is not con-
sidered here since it is dispersive.5 The following bulk waves
are also not considered as they have relative low amplitude.
Then let us look at the experimental wave form under ther-
moelastic generation in Fig. 3. The longitudinal wave veloc-
ity VL can be determined by measuring the arrival time of the
reflected longitudinal wave~LL!. The transverse wave veloc-
ity VT can be determined by measuring the arrival time of the
head waveHW after VL was determined. The cylinder Ray-
leigh wave is also not considered for the same reason as for
the ablation generation. Following bulk waves, having un-
dergone several reflections with or without mode conversion
at the cylinder interface, could also be used since their am-
plitude can be high. However, they are not considered here
since recovering of their exact paths is not a trivial matter.
The above measurement schemes of both regimes only hold
true for experiments at an observation angle 180°. If another
observation angle is chosen as presented in the experimental
setup of Clorennec and Royer,15 a different scheme can be

found after acoustic waves are identified by the published
model10 or the model presented in Sec. II.

It is also direct and complete to analyze the effects of
source time duration and beamwidth on the measurement by
processing the calculated wave forms. First let us look at the
effect of time duration under ablation generation. In order to
determine the arrival time of selected waves in the calculated
wave forms in Fig. 5 of the last section, a signal processing
published by one of the authors25 is applied to locate the
wave arrivals. The moduli of the analytic signals25 associated
to wave forms in Fig. 5 are shown in Fig. 9. Numerical
interpolation is further adopted to precise the maximum po-
sitions corresponding to the arrivals ofL and HW waves.
These positions are marked with crosses in Fig. 9. The two
elastic constants are calculated fromtL the arrival time of the
L wave andtHW the arrival time of theHW wave, and they
are compared to the reference values in Sec. IV used to cal-
culate the wave forms. As reported in Table I, their devia-
tions increase ast/tL turns to 0.4, and it is difficult to deter-
mine the elastic constants whent/tL is greater than 0.4. Then
let us look at the effect of beamwidth under ablation genera-
tion. As shown in Fig. 10, applying the same signal process-
ing yields the moduli of the analytic signals associated to
wave forms in Fig. 7. The determined elastic constants are

FIG. 9. Moduli of the analytic signals associated to the calculated normal
displacements in Fig. 5. Crosses show the positions of the maximum moduli
considered for the wave arrivals.

TABLE I. The deviations of the elastic constants determined from the cal-
culated wave forms under ablation~Fig. 5! and thermoelastic~Fig. 6! re-
gimes for varioust/tL ratios.

t/tL

Ablation regime Thermoelastic regime

(c112c11
ref)/c11

ref (c122c12
ref)/c12

ref (c112c11
ref)/c11

ref (c122c12
ref)/c12

ref

0 0.3% 22.0% 20.9% 21.5%
0.02 0.5% 25.2% 1.4% 1.5%
0.1 21.3% 26.9% 26.7% 28.4%
0.2 27.9% 213.1% 29.6% 213.1%
0.4 216.0% 220.8% 29.7% 213.5%

TABLE II. The deviations of the elastic constants determined from the
calculated wave forms under ablation~Fig. 7! and thermoelastic~Fig. 8!
regimes for variousb/a ratios.

b/a

Ablation regime Thermoelastic regime

(c112c11
ref)/c11

ref (c122c12
ref)/c12

ref (c112c11
ref)/c11

ref (c122c12
ref)/c12

ref

0 0.3% 22.0% 20.9% 21.5%
0.02 3.5% 0.8% 1.5% 1.7%
0.05 3.5% 0.7% 1.5% 1.8%
0.1 3.5% 0.6% 1.3% 1.5%
0.3 ¯ ¯ 1.6% 24.9%
0.5 3.5% 23.9% ¯ ¯

2 3.3% 22.6% ¯ ¯

FIG. 10. Moduli of the analytic signals associated to the calculated normal
displacements in Fig. 7. Crosses show the positions of the maximum moduli
considered for the wave arrivals.
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also compared to the reference values. As listed in Table II,
their deviations are of the same level whenb/a turns to 2. It
could be concluded that the laser beamwidth does not affect
the elastic constant measurement for ablation generation. As
also reported in Table I, the effect of the source time duration
under thermoelastic generation is of the same order of mag-
nitude as under ablation generation, and similar comments
can be suggested. But the effect of the source beamwidth
under thermoelastic generation is a little different from that
under ablation generation. As also listed in Table II, the bulk
waves are not measurable whenb/a reaches 0.5, because the
directivities of two regimes are different.4

Finally, let us carry the same signal processing on ex-
perimental signals under either regime shown in Figs. 2–3.
Additionally, two aluminum rods with radii of 1.00 and 0.50
mm are further chosen for the measurement under a ther-
moelastic regime. The measured elastic constants are re-
ported in Table III. These values are very close to that in the
reference.23 The deviations for the measured elastic constant
c11, estimated from the simulation results in Tables I and II,
are 4%, 6%, 7%, and 10% for the aluminum rods of radii
4.99, 2.06, 1.00, and 0.50 mm, respectively. The correspond-
ing deviations for another elastic constantc12 are estimated
to be 5%, 7%, 8%, and 13%. Here, the relatively large de-
viation for a pair oft/tL and b/a ratios is assumed to take
into account of both effects of the source time duration and
beamwidth. These deviations remain low, even for the cylin-
der whose radius is close to the minimum limit estimated in
Sec. V. Actually, these deviations will be much smaller if the
measured elastic constants are compared to the reference val-
ues.

It can be concluded that the waves are correctly identi-
fied, and that the method used to measure the time arrivals is
suitable for such a purpose of elastic constants recovery.

VII. CONCLUSION

A theoretical model has been presented to predict the
acoustic field generated by a laser line pulse extended in the
beamwidth and time duration under either the ablation or
thermoelastic regime at any point of a homogeneous and
transversely isotropic cylinder. Experimental and theoretical
normal displacements under either regime were obtained and
compared for aluminum cylinders. Very good agreements are
observed in the time, shape and relative amplitude~i! of the
cylindrical Rayleigh waves with different roundtrips, and~ii !
of the various longitudinal and transverse bulk waves propa-
gating through the cylinder or reflected at the free circular
surface.

The effects of the source beamwidth and time duration
have been analyzed by varying the radius of the cylinder.

The source time duration under either regime acts as a low-
pass filtering with its bandwidth inversely proportional to its
width in time. The source beamwidth affects the directivities
of both longitudinal and transverse waves for either regime.
Enlarging the source size favors the generation of longitudi-
nal waves in a direction normal to the interface for ablation
generation. For NDE applications using bulk waves, a radius
of 0.3 mm appears as a minimum limit for the sample size
using a laser of 0.1 mm beamwidth and 20 ns time duration.

To recover the elastic constants, the velocity of the lon-
gitudinal wave could be first determined by measuring the
arrival time of the direct longitudinal wave for ablation gen-
eration or that of the reflected longitudinal wave for ther-
moelastic generation, and then the velocity of the transverse
wave could be determined by measuring the arrival time of
the head wave for either generation. The source beamwidth
slightly affects the elastic constant measurement, whereas the
measurement error enlarges as the source time duration in-
creases. Such a measurement scheme including the signal
processing is further justified by results on experimental
wave forms detected on aluminum rods under ablation and
thermoelastic generations.

ACKNOWLEDGMENTS

This work was done at the Laboratoire de Me´canique
Physique, Universite´ Bordeaux 1. One of the authors~Y. P.!
was supported by the National Center for Scientific Research
of France~CNRS! and the China Scholarship Council.

1K. Sezawa, ‘‘Dispersion of elastic waves propagated on the surface of
stratified bodies and on curved surfaces’’ Bull. Earthquake Res. Inst.,
Univ. Tokyo 3, 1–18~1927!.

2A. Viktorov, Rayleigh and Lamb Waves~Plenum, New York, 1967!.
3H. Uberall,Physical Acoustics~Academic, New York, 1973!, Vol. 10, p.
1–60.

4C. B. Scruby and L. E. Drain,Laser Ultrasonics: Techniques and Appli-
cations~Adam Hilger, New York, 1990!.

5D. Royer, E. Dieulesaint, X. Jia, and Y. Shui, ‘‘Optical generation and
detection of surface acoustic waves on a sphere,’’ Appl. Phys. Lett.52,
706–708~1988!.

6S. Ishikawa, H. Cho, Y. Tsukahara, N. Nakaso, and K. Yamanaka, ‘‘Analy-
sis of spurious bulk waves in ball surface wave device,’’ Ultrasonics41,
1–8 ~2003!.

7M. Qian and X. Wu, ‘‘Studies of cylindrical Rayleigh waves with laser
ultrasonics,’’ Prog. Nat. Sci.11, s258–s264~2001!.

8D. Clorennec and D. Royer, ‘‘Analysis of surface acoustic wave propaga-
tion on a cylinder using laser ultrasonics,’’ Appl. Phys. Lett.82, 4608–
4610 ~2003!.

9X. Wu and M. Qian, ‘‘Simulation of the finite element method on wave
propagation in cylinders,’’ Prog. Nat. Sci.11, s265–s268~2001!.

10Y. Pan, C. Rossignol, and B. Audoin, ‘‘Acoustic waves generated by a
laser line pulse in a transversely isotropic cylinder,’’ Appl. Phys. Lett.82,
4379–4381~2003!.

11F. Honarvar and A. N. Sinclair, ‘‘Nondestructive evaluation of cylindrical
components by resonance acoustic spectroscopy,’’ Ultrasonics36, 845–
854 ~1998!.

TABLE III. Elastic constants measured for aluminum rods of various radii.

Regimes a ~mm! b/a t/tL c11 ~GPa! c12 ~GPa!

Ablation ~Fig. 2! 4.99 0.02 0.013 110 61
Thermoelastic~Fig. 3! 2.06 0.05 0.032 111 58
Thermoelastic 1.00 0.1 0.064 110 61
Thermoelastic 0.50 0.2 0.128 113 62

1544 J. Acoust. Soc. Am., Vol. 115, No. 4, April 2004 Pan et al.: Laser line source radiating in cylinders



12Y. A. Burenkov and S. P. Nikanorov, ‘‘Elastic properties and binding
forces in crystals with diamond and sphalerite lattices,’’ Sov. Phys. Solid
State26, 1940–1944~1984!.

13C. P. Lusher and W. N. Hardy, ‘‘Axisymmetric free vibrations of a trans-
versely isotropic finite cylindrical rod,’’ J. Appl. Mech.55, 855–862
~1988!.

14M. Qian, M. Duquennoy, M. Ouatouh, F. Jenot, and M. Ourak, ‘‘Laser
ultrasonic characterization of surface residual stresses in steel rods,’’ Rev.
Prog. Quant. Nondestr. Eval.20, 1487–1493~2001!.

15D. Clorennec, D. Royer, and H. Walaszek, ‘‘Nondestructive evaluation of
cylindrical parts using laser ultrasonics,’’ Ultrasonics40, 783–789~2002!.

16A. Rahman and F. Ahmad, ‘‘Representation of the displacement in terms
of scalar functions for use in transversely isotropic materials,’’ J. Acoust.
Soc. Am.104, 3675–3676~1998!.

17L. R. F. Rose, ‘‘Point-source representation for laser-generated ultra-
sound,’’ J. Acoust. Soc. Am.75, 723–732~1984!.

18D. A. Hutchins,Physical Acoustics~Academic, New York, 1988!, Vol. 18,
pp. 21–123.

19Y. H. Berthelot and I. J. Busch-Vishniac, ‘‘Thermoacoustic radiation of
sound by a moving laser source’’ J. Acoust. Soc. Am.81, 317–327~1987!.

20C. B. Scruby, R. J. Dewhurst, D. A. Hutchins, and S. B. Palmer, ‘‘Quan-
titative studies of thermally generated elastic waves in laser-irradiated
metals,’’ J. Appl. Phys.51, 6210–6216~1980!.

21R. L. Weaver, W. Sachse, and K. Y. Kim, ‘‘Transient elastic waves in a
transversely isotropic plate,’’ J. Appl. Mech.63, 337–346~1996!.

22F. Reverdy and B. Audoin, ‘‘Elastic constants determination of anisotropic
materials from phase velocities of acoustic waves generated and detected
by lasers,’’ J. Acoust. Soc. Am.109, 1965–1972~2001!.

23O. L. Anderson,Physical Acoustics~Academic, New York, 1965!, Vol. 3,
pp. 43–95.

24J. D. Aussel, A. Le Brun, and J. C. Baboux, ‘‘Generating acoustic waves
by laser: Theoretical and experimental study of the emission source,’’
Ultrasonics26, 245–255~1988!.

25B. Audoin, C. Bescond, and M. Deschamps, ‘‘Measurement of stiffness
coefficients of anisotropic materials from pointlike generation and detec-
tion of acoustic waves,’’ J. Appl. Phys.80, 3760–3771~1996!.

1545J. Acoust. Soc. Am., Vol. 115, No. 4, April 2004 Pan et al.: Laser line source radiating in cylinders



A theoretical model for a finite-size acoustic receiver
Adrian Neilda) and David A. Hutchins
School of Engineering, University of Warwick, Coventry CV4 7AL, United Kingdom

~Received 18 April 2003; accepted for publication 1 December 2003!

A new formulation is presented for the prediction of the signals transmitted by a rectangular acoustic
source, and detected by a finite-sized rectangular receiver. This problem is encountered in
measurements where the receiver is of a finite size compared to the shortest wavelength emitted by
the source. The paper examines this problem theoretically, and a new formulation is presented in
which the geometrical aspects are considered in some detail. The result is a simplified approach, in
which the overall impulse response can be obtained from a combination of certain contributions
defined geometrically. Theoretical field predictions are compared to experimental measurements for
ultrasonic signals radiated into air, to demonstrate the usefulness of the approach. ©2004
Acoustical Society of America.@DOI: 10.1121/1.1646406#
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I. INTRODUCTION

The standard approach to the characterization of the
field radiated by an acoustic source is to scan a miniature
detector throughout the field, and to plot spatial variations in
the received amplitude. In the ultrasonic case, the receiver
can take many different forms, including miniature piezo-
electric hydrophones,1 or by using a thin polymer piezoelec-
tric membrane.2 More accurate calibration work uses a
metal-coated thin membrane and laser interferometry.3 In all
cases, however, the basic assumption is that the receiver di-
ameter is small compared to the shortest wavelength likely to
be encountered.

It is often the case that the receiver does not conform to
the above criteria. In such cases, the directivity pattern of the
receiver will not be that of a point receiver, and hence the
measured field from the source will deviate from that which
actually exists. The waveform detected at a particular field
location will also be recorded incorrectly. It is therefore of
interest to be able to predict the effect of a finite-sized re-
ceiver on the measured field from a source. These effects
have to be taken into account in many acoustic measure-
ments. For instance, a ‘‘diffraction correction’’4 is often ap-
plied to attenuation measurements, to account for the effects
of the finite size of the transducers used. This can be applied
at a specific frequency, for cases where two circular trans-
ducers are moved apart axially. Such a situation has been
modeled using the Lommel diffraction correction integral.5,6

In addition, the transient case of coaxially aligned circular
transducers has been considered.7 However, there does not
appear to be a time-domain solution in the literature for the
general case where a finite-size receiver is moved throughout
the field of a source under transient excitation. In this paper,
a new formulation for the pressure signal measured by a
finite rectangular receiver will thus be derived.

Harris states that it is common practice to equate the
received signal to the average pressure over the receiver

area.8 This is taken as the basis for the model presented here.
The assumption is made that the scalar impulse response can
be integrated over the face of the receiver, and that this total
system impulse response can be convolved with the time
differential of the piston velocity waveform, to give the pres-
sure waveform. The face and edges of the receiver are as-
sumed to be aligned with those of the source. In addition, it
is assumed that the propagation medium is a nondissipative
and homogeneous fluid. The source and receiver are assumed
to be located within rigid baffles, with multiple reflections
being ignored. The present finite-receiver model is developed
by deconstructing a model proposed by San Emeterio and
Ullate9 which finds the pressure waveform at a point in space
from a rectangular receiver, and readdressing the problem in
such a way that the integral over the receiver area can be
performed. In the following, the model is verified by using it
to produce simulated peak-to-peak pressure fields, which are
compared to experimentally obtained results.

II. THE THEORETICAL APPROACH

A. Background and geometrical considerations

The solution to the general problem requires the impulse
response from the source to be integrated over the area of the
receiver. This is achieved here by splitting the source into a
series of arc-limited, edge-limited, and planar integrals.
These can be integrated over the area of the receiver, and
combined to provide a general integral result. Once the re-
ceiver has been segmented so that each segment falls into
only one region, the source can then be reconstructed by
defining the variables in the general integral correctly,
achieved by rotating the coordinate system of the general
integral to the edge and point being considered. By stepping
in time, and adding the effect of each segment, a scalar im-
pulse response for the source and finite-receiver system can
be found. This can be convolved with the time differential of
the velocity response of the plane piston source to give a
predicted pressure waveform.

The impulse response model is based on the Rayleigh
equation,10 and has been used extensively to model the pres-
sure field from circular11 and rectangular9,12,13 plane piston

a!Electronic mail: adrian.neild@imes.mavt.ethz.ch. Present address: Institute
of Mechanical Systems Center of Mechanics, ETH Zu¨rich CH-8092 Zu¨r-
ich, Switzerland.
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transducers. Harris8 states that a convolution method can be
used to find the pressure at a point in a field, using the equa-
tion

p~ r̄ ,t !5r0

]

]t
@v~ t !3h~ r̄ ,t !#, ~1!

wherer̄ defines the position of the field point P(x,y,z), rela-
tive to an origin at the center of the rectangular source,v(t)
is the velocity waveform of the plane piston, andh( r̄ ,t) is
the scalar response due to an impulse. For a source sur-
rounded by an infinite rigid baffle, the Rayleigh integral
yields

h~ r̄ ,t !5E
s

d~ t2R/c!

2pR
dS, ~2!

whereR is the distance from the point to the surface element
ds on the piston face (R5ct), and c is the speed of sound.
San Emeterio and Ullate9 states that this reduces to

h~ r̄ ,t !5
c•V~ t !

2p
. ~3!

Here,V(t) is the angle of the arc which intersects the plane
piston, as shown in Fig. 1, where the point P8(x,y,0) is the
projection of P(x,y,z) onto the plane containing the piston
~which is thez50 plane!. The origin is at the center of the
rectangular piston source, with four corners labeled A–D as
shown, of size 2a32b. Hence, the problem is reduced to
one of geometry, whereV(t) must be found at sequential
time steps. The problem need only be considered in two
dimensions, if the time is redefined as an equivalent time,
referred to as planar time (tp) within the x–y plane accord-
ing to

tp5
Ac2t22z2

c
. ~4!

A model has been developed by San Emeterio and
Ullate9 which finds the angleV(t) at any given position of
P(x,y,z). This approach treats the source as a whole, and the
equations used at any given moment in time depend on the
combination of edges, which are crossed by the arc. If the
region in Fig. 1, defined byx>b and y>a, is considered,
then depending on the location of P8 within this region dif-

ferent equations to calculateV(t) would apply. However, it
is possible to treat each edge separately.14 This approach has
major advantages when applied to a finite-receiver model.
The difference in the two approaches is that when the source
is treated as a whole, the angleV(t) is found directly for
each moment in time using a combination of equations de-
pending on location of P8. By treating each edge separately,
a single equation can be used to calculateV(t)edge for each
moment in time, prior to a summation of these strings of
values to giveV(t). The angleV(t)edge is defined as the
angle from the point of intersection of the arc with the edge
to a fixed reference line; this is shown in Fig. 2 for edge AB.
The termsactiveandinactivewill be used to describe certain
regions of the plane containing the source~thez50 plane!. A
reception point is considered to beactiveif, at time pointtp ,
a section of an arc of radiusctp centered at that point lies
within the source, so thatV(t)edgeÞ0 ~i.e., there is a contri-
bution to the impulse response!. Conversely, for any point
lying within an inactive area,V(t)edge50. The source has
corners labeled ABCD, and arcs centered at each corner of
the source and of radiusctp are labeled A8 and B8. The
rectangular receiver is then split into active and inactive re-
gions. One of the advantages of this approach compared to
treating the source as a whole is that, for any point in the
active part of the region defined byx>b andy>a, only one
equations applies, and this is true for any of the edges.

The second advantage of using the new approach is that
the angleV(t)edgeremains constant for all points within the
active region along any line parallel to the edge being con-
sidered, so the integration over the area of the receiver can be
reduced to an integral in either thex or y direction, depend-
ing on which edge is being considered. This is again shown
at a particular point in time (tp) in Fig. 2 for edge AB, where
it can be seen that the required angleV(t)AB is the same for
all points on the line FG. Similarly for edge AD, the angle
would be constant for each point along any line parallel to
JK.

B. The method of integration

In order to find the net pressure waveform arriving at a
finite receiver, it is now necessary to integrate over the re-
ceiver area. This proposition becomes possible when each

FIG. 1. Arc subtended at the projection of point P(x,y,z) onto the plane of
the rectangular piston source. FIG. 2. Illustration of region segmentation for edge AB of the source.
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angle relating to a particular edge is considered separately.
Figure 2 illustrated how these angles remain constant along
lines parallel to the edge under consideration~in this case
AB!. Hence, integration ofV(t)AB over the receiver area, in
the example shown in Fig. 2, would correspond to an integral
of @V(t)AB3FG# over the distance from J to K.

The problem, however, has to be considered in a wider
context, in that the integration across the receiver varies ac-
cording to the position of the receiver relative to the source.
Figure 3 shows a diagram of the planez50, containing the
source. The area outside the source has been subdivided as
shown into four primary regions, noting that the unlabeled
areas are equivalents of regions 1–4. When the receiver geo-
metrically is entirely within each region, a particular ap-
proach to integration is taken. These are described below. In
the more usual case where the receiver overlaps more than
one region, the integration is performed separately for that
part of the receiver within each region, and the resultant
components summed to get the total integral.

Consider first a receiver totally within region 2. In the
example shown earlier in Fig. 2, the receiver is crossed by
both arcs A8 and B8. The procedure is to integrate for arcs B8
and A8 separately, and subtract the two, remembering that
only the active area between the two arcs actually contributes
to the integral. We call this process ‘‘arc-limited integration.’’
Various geometrical factors can be used to perform the inte-
gration. These are given in detail in the Appendix.

For a receiver completely within region 1 or region 3 of
Fig. 3, a different approach has to be considered. The pro-
jection of the receiver onto thez50 plane will be alongside
two edges of the source, as shown in Fig. 4. In this case, in
order to find the effect of such an edge it will be necessary to
define the ‘‘edge-limited integral.’’ If the point P8 is consid-
ered, then the arc centered at P8 crosses the nearest edge
twice at the particular instance in time shown. Hence, it is
now necessary to consider two angles,a1 anda2 , which can
be dealt with separately. The angles have been labeled with
the lettera as they are with respect to a line parallel to the
edge, and depending on which edge is being considered this
is not necessarily the same as the reference line~in which
case the angle is labeledV!. The method of calculation for
these edge-limited integrals is also included in the Appendix.
Also described is a final integration, required when the pro-

jection of the receiver onto thez50 plane containing the
source is such that the two overlap, i.e., when the receiver
projection intrudes onto the source in one of the four zones
shown earlier in Fig. 3. In this case, an additional form of
integration~the form of which we call the ‘‘planar integral’’!
must be considered, as again described in the Appendix.

C. The general solution

As stated earlier, the final method of solution for a par-
ticular size and location of the receiver consists of working
out the projection of the receiver onto thez50 plane, and
then performing the integration. The precise form of integra-
tion needed will depend on which of the three types of inte-
gral described above are required. Figure 5 shows a typical
example, where in this case the receiver overlaps the source
when the former is projected onto thez50 plane. The loca-
tion of the receiver is expressed as the coordinatexr , yr , and
the sizes of the source and receiver are 2b32a and 2e
32d, respectively. In the example shown in Fig. 5~a!, the
receiver falls into four regions~regions 1 to 4!, and hence is
divided into four segments shown in Figs. 5~b!–~e! @shown
at half the scale of Fig. 5~a!# which can then be considered
separately. The four edges of the source have been labeled
edge 1 to edge 4, respectively.

FIG. 3. Definition of regions with respect to the rectangular source.

FIG. 4. Demonstration of the need to define two angles in an arc-limited
integral.

FIG. 5. An illustration of segmentation of the receiver. In~a!, the whole
receiver is shown overlapping with the source.~b!, ~c!, ~d!, and ~e! then
demonstrate how the problem is considered as four separate parts.
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After segmentation, the parts of the receiver are consid-
ered separately for each sector. By using the same terms to
describe the geometry of the receiver segment in each sector,
any computer program written to numerically perform this
model is simplified, as it could loop through the sectors sim-
ply changing the values of these terms.14 The size of the
receiver segment is defined using the termsr x in thex direc-
tion, andr y in they direction. The location of the segment is
defined usingxa andxb as, respectively, the distance~in the
x direction! from edge 4 and edge 2 of the source to the
nearest edge of the receiver. Similarly,ya andyb are, respec-
tively, the distance~in they direction! from edge 3 and edge
1 of the source to the nearest edge of the receiver. Hence, for
the example given in Fig. 5~b!, xa is shown,ya is 2a, xb and
yb are 0.

With knowledge of the geometrical variables above for a
particular case, a general solution to the problem can now be
formed. This requires integration of the scalar impulse re-
sponse in terms of theV(t) @given earlier in Eq.~3!# over the
area of the receiver. In order to average the impulse response,
h( r̄ ,t), over the area of the receiver, Eq.~3! must be
amended so that the subtended arc,V(t), is integrated over
the area of the receiver for each successive time point and by
dividing by the area of the receiver, giving

h~ r̄ ,t !5
c

2p•RDA•RDC
•E E V~ r̄ ,t !dv1 du1 . ~5!

By considering the angle to each edge separately, the
result for the arc-limited and edge-limited integrals of the
Appendix is reduced to a line integral. The result will be
termedhgeneral( r̄ ,t), and is given at any giventp in the form

hgeneral~ r̄ ,t !5
c

2p•RDA•RDC
•E

u1
lower

u1
upper

Vedge~ t !•v1 du1 .

~6!

It can be seen from Fig. 14~b! in the Appendix that an
angle relating to an edge can be found usingaedge(t)
5sin21(u1 /r), where r 5ctp , and this angle must be with
reference to a fixed line so that the angles can be added
together without error. Consequently, the constantsCa and
Cb are used, to relateVedge(t) to aedge(t), giving

Vedge~ t !5Ca1Cb sin21~u1 /r !. ~7!

In addition, a way must be found to expressv1 in Eq. ~6! for
any case, and to this end the constantsCc andCd are intro-
duced. The generalized form becomes

hgeneral~ r̄ ,t !5
c

2p•RDA•RDC
•E

u1
lower

u1
upper

~Ca1Cb•sin21

3~u1 /r !!•~Cc•Ar 22u1
21Cd!du1 , ~8!

and hence one integral will be valid for both the corner and
edge contributions, over all time intervals, provided the cor-
rect values ofCa , Cb , Cc , Cd are used. This becomes more
manageable by multiplying out the brackets, and separating,
such that

hgeneral~ r̄ ,t !5
c

2p•RDA•RDC
~A1B1C!, ~9!

where

A5Cb•Cd•E
u1

lower

u1
upper

sin21~u1 /r !du1

5Cb•Cd•@u1•sin21~u1 /r !1Ar 22u1
2#

u
1
lower

u1
upper

, ~10!

and

B5Cb•Cc•E
u1

lower

u1
upper

Ar 22u1
2
•sin21~u1 /r !du1

5Cb•Cc•F r 2

4
•~sin21~u1 /r !!2

1
u1

2
•sin21~u1 /r !•Ar 22u1

21
r 2

8
2

u1
2

4 G
u

1
lower

u1
upper

, ~11!

and finally

C5Ca•E
u1

lower

u1
upper

Cc•Ar 22u1
21Cd du1

5CaFCc•H u1

2
•Ar 22u1

22
r 2

2
•cos21~u1 /r !J

1Cd•u1G
u

1
lower

u1
upper

. ~12!

Equations~9!–~12! give solutions for the arc-limited and
edge-limited integrals. The planar integral can be solved with
reference to Eq.~6!. Because the angleV(t) is constant at
2p over the whole area of the receiver, the result always has
the constant valuec. The three definite integrals in Eqs.~9!–
~12! are well suited to a computer program, which would
solve the equations in sequential time steps.

It is now possible to reconstruct the source from the
arc-limited, edge-limited, and planar integrals, within each
region as defined earlier in Fig. 3. This is done by finding the
correct value forvd , ud , RDA , RDC , Ca , Cb , Cc , Cd , and
tp
end in each case, and is performed for both corners of each

edge in turn. The labeling of these points is shown more
clearly in Fig. 6, where it should be noted that each corner of
the source has two different labels depending on the edge
being considered. This allows a simplification, as when the
contributions are summed, all those from Pt 1s are positive,
and all those from Pt 2s are negative.

FIG. 6. Definitions of points and edges for a rectangular source.
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First, it has been stated that the angleVedge(t) must be
defined consistently for the summation of different integrals
to be valid. For regions 1 to 3, the reference line used is
defined as the line passing through the point on the receiver
being considered in the negativex direction along a line
parallel to thex axis. The angle runs from2p to 1p mea-
sured clockwise; in these three regions the discontinuity
across the line which passes from2p to 1p is not crossed.
However, this is not the case for region 4. Consequently,
region 4 is subdivided into 4 zones, and the receiver further
segmented and reflected such that each segment lies in zone
1. The angle used is defined as from 0 to 2p from the nega-
tive x direction, with the exception of edge 4 Pt 1, which is
measured as the angle from the negativex direction plus 2p;
in this way the discontinuity is not crossed.

The values for each of the variables in Eqs.~9!–~12! can
now be evaluated. Table I gives the values ofvd , ud , RDA ,
andRDC , in terms of the actual distances for the particular
problem under investigation. For each region, the values for
the constants,Ca , Cb , Cc , Cd can also be defined. The first
two of the generalized integral constants,Ca and Cb , are
used to describe the angle with respect to a reference line;
these are the same for both edge-limited and planar integrals
for any given edge and point. They are dictated by the rota-
tion required to superimpose the angleV(t) used in the gen-
eralized solution@Fig. 14~b! in the Appendix# on the edge
and point under consideration, and so vary for each point and
edge. The values ofCa and Cb are given in Table II. The
other two constants used in the generalized integral, namely
Cc and Cd , are used to define the length of the receiver
parallel to the edge which is active,v1 , as a function of time
and perpendicular distance from the edge,u1 . These values
are constant for all regions and edges. They are also constant
for the edge-limited integral, whereCc is 0 andCd is RDC .
The values forCc andCd only vary with the time interval~as
defined in Table V of the Appendix! for the arc-limited inte-
gral. For the arc-limited integral they are given in Table III.

Finally, the time at whichV returns to 0 has to be con-
sidered, and is termedtp

end. When the edge under consider-
ation lies parallel to the receiver, it is treated as an edge-
limited integral minus a corner-limited integral for each end
~Pt 1 and Pt 2! of the edge, as described in the Appendix; in
this caseV returns to 0 when the corner-limited integral is
equal to the edge-limited integral, which will occur when the
arc of radiusr 5ctp cast from the point on the edge encom-
passes the whole of the receiver, sotp

end is tp
stablefor both Pt 1

and Pt 2. When the edge is not alongside the receiver, as is
always the case in region 2, the edge is treated as a corner-
limited integral from the nearest edge minus a corner-limited
integral from the furthest point, as described in the Appen-
dix; in this caseV returns to 0, when the arc cast from the
furthest point encompasses the whole of the receiver, so for
both pointstp

end is the same astp
stablefor the furthest point. So,

tp
end is equal totp

stable~meaning that time interval 3 in Table V
does not occur!, except for edges where there is no edge
contribution whentp

end for the nearest point is as given in
Table IV.

The value oftp
end must also be found for the planar inte-

gral. The planar integral is used when the receiver overlaps
the source; that is, some part of the receiver lies within re-
gion 4. When this occurs the receiver is further segmented
and reflected such that each part lies within zone 1, as de-
fined in Fig. 5. The planar integral attributes a value of 2p
across the whole area of the segment. The arc- and edge-
limited integrals are then used to reduce this to the correct
value of the angle subtended at each point by the arc lying
within the source, across the receiver. Consider point Q in
Fig. 7; the arc from this points crosses two edges, so it re-
mains within the active area for these edges; however, the arc
of the same radius centered at point P crosses no edges so
lies within no active area. What this means is that for point Q
the planar integral should be active, while for point P it
should not. However, as the planar integral applies the value

TABLE II. Values for constantsCa andCb with reference to Figs. 5 and 6.

Region 1 Region 2 Region 3 Region 4

Ca Cb Ca Cb Ca Cb Ca Cb

Edge 1 Pt 1 0 1
0 1 0 21

2p 21
Edge 1 Pt 2 p 21 p 1

Edge 2 Pt 1
p/2 1 p/2 21

2p/2 1 3p/2 21
Edge 1 Pt 2 p/2 1 p/2 1

Edge 3 Pt 1 p 21
0 1 0 1

p 21
Edge 1 Pt 2 0 1 0 1

Edge 4 Pt 1
p/2 21 p/2 21

p/2 21 5p/2 21
Edge 1 Pt 2 2p/2 1 3p/2 1

TABLE I. Values for location and size constants with reference to Figs. 5 and 6.

Edge RDA RDC ud vd Pt 1 vd Pt 2

1 r y r x yb xa xb

2 r x r y xb yb ya

3 r y r x ya xb xa

4 r x r y xa ya yb
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of 2p to the whole receiver, this is not possible. It is there-
fore necessary to introduce a planar-amend term; this is an
arc-limited integral from edge 4 Pt 1, where the only change
is that the angle is set as 2p, so Ca52p and Cb50. With
this in place the value oftp

end for the planar integral is
equated to that of edge 4 Pt 1.

The total value of the impulse response for each segment
can be found using

h~ r̄ ,t !5hplane~ r̄ ,t !2hplaneIamend~ r̄ ,t !2$hedge1 pt1~ r̄ ,t !

2hedge1 pt2~ r̄ ,t !1hedge2 pt1~ r̄ ,t !2hedge2 pt2~ r̄ ,t !

1hedge3 pt1~ r̄ ,t !2hedge3 pt2~ r̄ ,t !1hedge4 pt1~ r̄ ,t !

2hedge4 pt2~ r̄ ,t !%, ~13!

where the superscript refers to the type of integral and each
hedgeXptY( r̄ ,t) refers to the edge X and point Y and consists
of a corner and edge limited integral, such that

hedgeXptY~ r̄ ,t !5hedgeXptY
edge ~ r̄ ,t !2hedgeXptY

corner ~ r̄ ,t !. ~14!

When Eq.~13! and Eq.~14! are combined it can again be
seen that the corner-limited integral for Pt 1 on all edges is
positive, and Pt 2 negative, and that the edge-limited integral
for any given point has the opposite sign as the corner-
limited integral.

III. INITIAL PREDICTIONS OF THE FINITE RECEIVER
MODEL

The use of a finite receiver for a particular measurement
results in a change to the received signal at a given field
position over that from a point detector. To illustrate this, the
theoretically predicted peak-to-peak pressure obtained when
finite-sized receivers of three sizes and a point receiver are
scanned along thex axis, for constant values ofz520 and
y50 mm, are shown in Fig. 8. The source dimensions were
2.6 mm in thex direction and 5.2 mm in they direction
~corresponding to a source size of approximately 4l38l!. It
was assumed to radiate into air, and to be driven with a
500-kHz continuous-wave signal. The three different-sized
receivers have the same area, but varying aspect ratios, with
dimensions of 431l, 232l, and 134l, expressed as width
~x!3length ~y!. The amplitude received in the point receiver

case is normalized, and then the data for the other receivers
are scaled using the same factor. It can be seen that the effect
of the use of a finite receiver is to smooth sidelobes, and
reduce the average pressure measure over the area. It can be
seen that the degree to which this occurs is dependent on the
aspect ratio. Of the three receivers used, the maximum pres-
sure amplitude is received by the square~232l! transducer,
for which the difference in the maximum and minimum time
of flight from any point on the source to any point on the
receiver is the smallest. The 431l-sized receiver has the
second largest on-axis peak-to-peak pressure, with the mini-
mum being measured by the 134l receiver. It can be seen
that the effect of the use of a finite receiver increases as the
detection point moves away from the transducer axis~at x
50). This is due to the directivity of the receiver causing
sidelobes to be smoothed at greater subtended angles to the
source.

Figure 9 presents variations in the peak-to-peak pressure
amplitude along the axis joining the source and receiver~the
z-axis! as the source and receiver are moved apart. This is
shown for various receiver sizes. The source dimensions and
drive waveform used were the same as for Fig. 8, and the
receiver dimensions were 0.068, 0.34, 0.68, 1.02, and 1.36
mm square, corresponding to 0.1l, 0.5l, 1l, 1.5l, and 2l.
The data are plotted in a normalized fashion, relative to the
axial maximum for the smallest receiver, which has the larg-
est received amplitude after correction for the relative areas
of the receivers. It can be seen that the greatest effect of
increasing the size of the receiver is within the near field,
noting that the approximate near-field/far-field boundary is at
a z value of 12 mm. This is due to the larger relative differ-
ences in the various possible paths from source to receiver
for the larger receiver sizes. Note that, even in the far field,
the maximum amplitude is lower for the larger receiver, once

TABLE III. Values of Cc andCd for arc-limited integrals.

Time interval Cc Cd

1 1 2vd

2~i! 0 RDC

2~ii ! 1 2vd

3 0 RDC

TABLE IV. Exceptions fortp
end.

Region Edge Point tp
end

2 and 3 1 2
tp
end5A(vd1RDC12b)21(ud1RDA)2/c

3 1

1 and 2 2 1
tp
end5A(vd1RDC12a)21(ud1RDA)2/c

4 2

FIG. 7. The arcs generated at certain points on an overlapping source and
receiver, to illustrate the need to amend the plane integral contribution.
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the area is compensated for. It is evident that this modeling
approach could be used for diffraction correction.

IV. COMPARISON OF THEORY AND EXPERIMENT

In the previous section, the effects of the receiver shape
and overall surface area were discussed. This will now be
studied by comparing the theoretical field plots of maximum
pressure amplitude to experimental data, obtained in air.

A computer-controlled scanning stage was used to move
the receiver with respect to the source, in thex, z plane, using
the apparatus shown in Fig. 10. The source was driven using
tone bursts from a Wavetek 191 signal generator, with an
output of 30 V pk-pk. The source was a capacitive trans-
ducer, of a type that has been described elsewhere in the
literature.15,16This is known to have a response that approxi-
mated to a plane piston when driven in air.17 It contained a
rigid micromachined silicon backplate, and a 5-mm-thick
metallized Mylar membrane. Application of varying voltages
caused the flexible membrane to vibrate, hence resulting in
acoustic radiation. A dc bias was applied to the source via a
decoupler circuit, to help attract the membrane to the back-
plate. The transducer had a peak response at approximately
500 kHz, and hence tone bursts at this frequency were used,

where the wavelength in air was;0.67 mm. The source was
nominally circular, with a 10-mm diameter. However, a pa-
per aperture was manufactured and placed over the front sur-
face of the source, hence producing a 5-mm square radiating
area. Note that paper absorbs ultrasound at this frequency
very well, but is also reasonably well-matched in acoustic
impedance to air, hence reducing the possibility of multiple
reflections.

A 4-mm-square finite-sized receiver was constructed in a
similar way to the source. The receiver was connected to a
Cooknell charge amplifier, which also supplied a dc polar-
ization voltage~in a similar way to a conventional condenser
microphone!. This provided a voltage time waveform output,
which was digitized at each receiver location using the Tek-
tronix TDS430A oscilloscope, before transferring the data to
a PC. The stepper motor controller was also connected to the
same PC. Scans could thus be performed by moving the
receiver relative to the source, and recording the received
time waveform at intervals of 0.5 mm in thex direction, and
1 mm in thez direction. The results could then be plotted in
terms of spatial variations in the received peak-to-peak
sound-pressure level amplitude.

It was thought necessary to try and use as small a re-
ceiver as possible, for comparative purposes. Hence, a fully
micromachined 0.5-mm-square capacitive receiver was also
used. This again has been described elsewhere,18,19 and used
silicon substrate as the backplate and a silicon nitride mem-
brane, manufactured in a CMOS-compatible microfabrica-
tion facility. It used the same detection electronics as that
described above. This was used, as the accurate manufacture
of paper apertures of this small size was found to be difficult.

The scans compared the effect of the two different sizes
of square receivers~i.e., receivers with the same aspect ratio
of 1:1!, of dimensions 0.5-mm square and 4-mm square. The
normalized maximum pressure amplitude obtained experi-
mentally for the two receivers is compared to theoretical pre-
dictions, using the finite-receiver model, for the smaller case
in Figs. 11~a! and ~b!, respectively. Figures 11~c! and ~d!
make the same comparison for the larger receiver size. Fig-
ure 11~e! shows the theoretical field, from a source of the
same size, driven under the same conditions, for a point re-
ceiver. The data are displayed as a gray-scale image, where a

FIG. 10. Experimental apparatus for scanning the radiated fields of rectan-
gular sources in air with a finite-size rectangular receiver.

FIG. 8. Predicted variations in the peak-to-peak sound-pressure amplitude
that would be detected by four different sizes of rectangular receiver. The
rectangular source was of size 2.635.2 mm, radiating into air. The plot is
along thex axis at z520 mm andy50 mm, for a 500-kHz drive signal.

FIG. 9. Relative variation in axial peak-to-peak pressure level, for various
sizes of square receivers. The source conditions are the same as in Fig. 8.
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lighter shade indicates a higher amplitude. Note that experi-
mental data could not be plotted within the first 10 mm of the
source, due to electrical cross coupling and the finite size of
the source and receiver casings. It is thus shown as a black
area. It can, however, be seen that the use of a larger, more
directional receiver has the effect of suppressing the side-
lobes, as was also seen in the previous section. A comparison
of Figs. 11~b! and ~e! indicates that the 0.5-mm-square re-
ceiver has a negligible effect on the measured pressure field,
showing that the receiver is now sufficiently small that the
effect of the finite-receiver aperture has not affected the mea-
sured field unduly.

V. CONCLUSIONS

A finite-receiver model has been developed, based on
the impulse response approach, which is capable of predict-
ing the pressure transmitted between two rectangular trans-
ducers. This has been achieved by integrating the scalar im-
pulse response over the face of the receiver. To obtain such
an integral, an alternative method of calculation was devel-
oped, in which the receiver is treated as a series of compo-
nents, and the integrals required for calculation simplified.
The overall response could then be obtained by combining
the results from these various geometrical elements.

Further validation of the model was presented by com-
paring the predicted peak-to-peak pressure amplitude field
patterns to data experimentally obtained in air. These results
showed a good correlation between theory and experiment,
and were discussed in relation to the size and aspect ratio of
the receiver and source transducers.

This model can be used to assess the effect of various-
sized receivers on the measured pressure field and if required
to determine the size needed such that the effect on the mea-
sured radiated field is negligible. It can also be used to ac-
count for diffraction correction, as two transducers are
moved apart on-axis in an analogous way to that calculated
for circular pistons.8 It is felt that this approach is thus of
interest to workers who need to scan the fields of transduc-

FIG. 12. Corner-limited integration split into two parts for edge AB.

FIG. 11. ~a!, ~c! Experimental and~b!,
~d! theoretical beam plots for a
0.5-mm and 4-mm square receiver in
air, respectively.~e! shows the theoret-
ical pressure field for a point receiver.
The source was 5-mm square, driven
by a tone burst at 500 kHz.
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ers, who perform calibration work, or who need to correct
received amplitudes for the effects of diffraction.

APPENDIX: CALCULATION OF INTEGRALS

1. Calculation of the arc-limited integral

It is possible to simplify the process of calculating this
integral, for a receiver in region 2~see Fig. 3!, by consider-
ing the integral of the product of EG andV(t)AB , minus the
integral of product of EF andV(t)AB , over the same range.
First, consider the integral involving EG. To alter what is
seen in Fig. 2, to an integral over the length EG, it would be
necessary to remove arc A8; this can be done notionally by
moving point A away from B towards infinity. In such a
scenario the arc B8 would be the only boundary to the active
area. Second, consider the integral involving EF. For the line
EF to be in the active area, then a notional edge extending
from A towards infinity away from B, would need to be
considered, as this would result in the active area being lim-
ited only by arc A8. Consequently, the problem is changed to
that shown in Fig. 12, the result required being the result
from Fig. 12~a! minus that from Fig. 12~b!. It can be seen
that the problem posed by both of these cases is essentially
the same. This conceptual construct of the integral of
V(t)edgeover the area of the receiver limited by an arc cen-
tered at the end of a line stretching to infinity is termed the
arc-limited integral, and a generalized solution will be found.
The dimensions used to solve the arc-limited integral are
shown in Fig. 13. These areu1 , which is the length perpen-
dicular to the edge to the line of the receiver being consid-
ered;v1 , which is the length of the receiver atu1 which falls
within the active part of the field at any giventp ; ud , which
is the perpendicular distance from the considered edge to the
receiver; andvd , which is the length from the corner of the
source~that is the tip of the infinite line! to the receiver
parallel to the edge being considered. In Fig. 13, the arc
shown is centered on the end of the line. In addition, it is
necessary to defineRDC as the distance between the receiver

cornersRD andRC , andRDA the distance betweenRD and
RA . The integration will be performed over the area of the
receiver within the arc of radiusctp , centered at the tip of
the infinite line, labeled source corner. In Fig. 13, the arc is
shown intersecting the two nearest edges of the receiver, al-
though in general there are four combinations of receiver
edges, which could be crossed at a point in time, shown in
Fig. 14. To describe these it is also necessary to define four
planar times:tp

start, the time at which the leading corner of
the receiver becomes active;tp

switch, the time at whichv1

5RDC at u15ud ; tp
stable, the time at which the whole of the

receiver is active@given in Eq.~A1!#, and finallytp
end, which

will be covered later when the edges are pieced together. The
first three of these are given by

tp
start5Aud

21vd
2/c,

tp
switch5A~vd1RDC!21ud

2/c, ~A1!

tp
stable5A~vd1RDC!21~ud1RDA!2/c.

The four planar times can be used to define three time
intervals in each of which the limits ofu1 can be found, and
v1 can be found as a function ofu1 within these limits. These
are found with reference tor, which is defined asctp . They
are listed in Table V. It can be seen from Table V that be-
tweentp

switch andtp
stable, v1 must be expressed in two different

ways: ~i! and ~ii !. The reason for this can be seen in Fig.
14~d!. For u1,Ar 22u1

22vd , the lengthv1 is equal to the
length of the receiver, while for higher values ofu1 the
length of v1 is limited by the arc so the same equation ap-
plies as that used for Figs. 14~a! and ~b!.

Examples of arcs across a receiver during each of the
time intervals listed in Table V, with the exception of time
interval 3, when the whole of the receiver is active, are given

FIG. 13. Dimensions used in deriving arc-limited integral.

FIG. 14. Receiver at various time intervals.

TABLE V. Dimensions within each time period.

Time Intervals 1:3 Limits ofu1 v15fns(u1)

~1! tp
start<tp<tp

switch
ud :min(ud1RDA ,Ar 22vd

2) Ar 22u1
22vd

~2! tp
switch<tp<tp

stable

~i!
ud :Ar 22(vd1RDC)2 RDC

~ii ! Ar 22(vd1RDC)2:min(ud1RDA ,Ar 22vd
2) Ar 22u1

22vd

~3! tp
stable<tp<tp

end ud :ud1RDA RDC
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in Figs. 14~a! to ~d!. Figures 14~a! and ~b! are during time
interval 1, and~c! and~d! occur aftertp

switch, and hence are in
time interval 2. The upper limit ofu1 is expressed as a mini-
mum of two expressions in Table V, depending on whether
or not the arc crosses the more distant edge of the receiver
parallel to the infinite line. In~a! and ~c! it is the second of
these two expressions and in~b! and ~d! it is the first. The
angle aedge(t) as shown in Fig. 14 can be expressed as a
function of u1 , using

aedge~ t !5sin21~u1 /r !. ~A2!

The contribution due to a finite edge can then be found using
the corner-limited integral from the furthest corner of the
edge subtracted from that of the nearest corner, the only dif-
ference in the expressions being the value ofvd , tp

start,
tp
switch, tp

stable, andtp
end.

2. Calculation of the edge-limited integral

As stated in the main text, and illustrated in Fig. 4, this
integral involves the use of two angles@a1(t) and a2(t)].
The angles must be integrated over the active section of the
receiver. These are shown in Fig. 15, for each of the two
angles, as the darker areas of the receiver. For anglea1(t),
the active area is limited by being within the distancer mea-
sured normally to the edge of under consideration~here AB!,
and by being more distant thanr away from point A. In this
situation then, the integral ofa1(t) over the active area of
the receiver can be equated to the integrala1(t) over the
area within a distance ofr from the edge of the source, minus
a corner-limited integral centered on A. So, it is necessary to
find the first of these, termed an edge-limited integral, which
is equivalent to the case when the edge of the source is
infinitely long, as then there would be no intersecting arc. It
is possible to perform the integral ofa2(t) in a similar man-
ner.

The edge-limited integral is defined as the integral lim-
ited by an infinite line alongside the receiver. It can be seen
from Fig. 4 that the anglesa1(t) and a2(t) are equal in
magnitude. However, they must be considered separately, be-
cause when these different integrals are combined all the
anglesVedge(t) must be with reference to the same line,
meaning that the values ofCa and Cb relating Vedge(t) to
aedge(t) will differ @see Eq.~7!#.

The variables used are given in Fig. 16, which shows a
receiver alongside an infinite line. It can be seen that the
lengthv1 is equal to the length of the receiver in the direc-

tion parallel to the infinite edge, and so equates toRDC , and
the integral limits ofu1 in this illustration areud :r .

There is just one time interval to consider defined as
being betweentp

edgeandtp
end. The value oftp

edgecan be found
using

tp
edge5ud /c. ~A3!

The distancev1 is defined in the same way as for the corner
limited integral, as the length of the receiver which is active
at a givenu1 , between the limits ofu1 ,

Time interval Limits of u1 v1 ~A4!
tp
edge<tp<tp

end ud :min(ud1RDA ,r) RDC

3. Calculation of the planar integral

When the projection of the receiver onto thez50 plane
containing the source is such that they overlap, the planar
integral must be considered. If a point is considered which
falls into this region, then it will subtend an arc,V(t)
52p, until r is such that the arc crosses the nearest edge. As
with the corner and edge-limited integrals, it is useful to
consider an extension of the source, so that is covers an
infinite plane. This would mean that during the time interval
tp
plane<tp<tp

end, the whole of the area of the receiver,RDA

3RDC , subtends an arc ofV(t)52p, where

tp
plane50, ~A5!

and as previously,tp
end will be covered later when these con-

tributions are pieced together to form a rectangular source.
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The paper addresses several sensitive issues concerning the use of air-coupled ultrasound to probe
small vibrations of surfaces covered with low-lying vegetation such as grass. The operation of the
ultrasonic sensor is compared to that of a laser Doppler vibrometer, in various contexts. It is shown
that ambient air motion affects either system, albeit differently. As air speed increases, the acoustic
sensor detects a progressively richer turbulent spectrum, which reduces its sensitivity. In turn,
optical sensors are prone to tremendous signal losses when probing moving vegetation, due to
randomly varying speckle patterns. The work was supported by the Office of Naval Research.
© 2004 Acoustical Society of America.@DOI: 10.1121/1.1650329#
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I. INTRODUCTION

Laser Doppler vibrometry~LDV ! used in conjunction
with acoustic-to-seismic coupling1–3 has proven to be a reli-
able way to detect compliant and rigid buried objects.4–7

Another technique based on the Doppler effect employs mi-
crowave Doppler radar~MDR!.8 Some applications require
the use of arrays of a large number of sensors; as a result, the
costs associated with implementing LDV or MDR systems
become substantial. A major source of signal degradation in
the LDV technique consists of a loss of useful optical power
when probing grass-covered surfaces. An acoustic approach,
on the other hand, is expected to be less sensitive given the
relative ease of tuning the transmitter to frequencies able to
penetrate grass or other scattering centers on the surface.
Also, air-coupled ultrasonics is able to provide the same
range of wavelengths as MDR does, at frequencies several
orders of magnitude smaller. Beside costs, this precludes the
limitations associated with GHz electronics and signal pro-
cessing. Several works have tackled the development of air-
coupled ultrasonic vibration sensors to detect targets buried
in sand in the presence of seismic surface waves;9,10 how-
ever, to the best of the authors’ knowledge, the influence of
ambient air motion on ultrasonic sensor operation, as well as
a direct comparison with optical sensors, has not been ad-
dressed, in the context of Doppler vibrometry.

Ultrasonic Doppler sensors can be used in tandem with
microwave radar, through phase coincidence. This concept
explores the fact that the Doppler shifts generated by a target
on the two types of sensors are coherent, despite external
degrading factors that affect them differently.11,12

An acoustic field incident on a vibrating surface isnot a
noncontact techniqueper se; the fluid that supports wave
propagation acts as the coupling medium, in contact with
both the sensor and the surface. In addition to the~surface-
constrained! linear kinematic transformation represented by
the Doppler effect, the acoustic energy radiated by the sur-

face may couple nonlinearly with the probe field~mixing!.
However, the strength of this interaction depends primarily
on medium nonlinearities. The nonlinear mixing increases
with the interaction volume whereas the Doppler effect is
restricted to the vibrating boundary.13 Casula and Royer14

and Royer and Casula15 describe the operation of a water-
coupled, normal-incidence, focused-ultrasound technique for
measuring surface velocity transients. They show that, for
water, the parametric interaction dominates after several sur-
face vibration wavelengths. Barriere and Royer16 use para-
metric interactions to measure the nonlinearity parameter of
water and ethanol; they also develop a theoretical model of
the diffraction effects on parametric interactions.

The main phenomenology of practical acoustic vibration
sensors has been investigated thoroughly by various
authors17–19and has made the subject of patented systems.20

It has also been the center of much debate. For instance, two
contending sides were Censor,21–23 and Piquette and Van
Buren.24–26 Censor tackles the problem kinematically, ex-
pressing the linearized wave equation via a Galilean coordi-
nate transformation, within the quasistatic approximation
~slow surface oscillation!; this approach embodies the pure
Doppler effect. In Ref. 23, Censor considers the effects of
surfaceand medium motion, within the linear approxima-
tion. He argues that, in order for mass continuity to be ob-
served, both cases must be included in the problem. Piquette
and Van Buren embrace this idea for water as the propaga-
tion medium. They contend that, while laser vibrometers are
based on the pure Doppler effect, since the governing~Max-
well’s! equations are inherently linear, the acoustic case is
inherently nonlinear due to the nature of the Navier–Stokes
equation and should be treated as such. Moreover, they argue
that, in liquid media, a reduction of the ultrasonic probe
power causes commensurate drops in the~linear! Doppler
and the nonlinear parametric effects. Due to the scope of the
present work, these views will not be discussed further.

This work is motivated by the ongoing effort to develop
alternatives to optical sensors for measuring vibrations of
rough surfaces such as soils and sands through overlying
vegetation~grass, leaves, etc.!. Through a series of compara-a!Electronic mail: apetculescu@northwestern.edu
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tive experiments, the authors present cases where ultrasonic
sensors can be advantageous over laser vibrometers.

II. DOPPLER VIBROMETRY AND ANGLE
MODULATION

In this section, the operation of an acoustic vibration
sensor is described, based solely upon simple kinematic ar-
guments. The line of thought is constructed in such a manner
as to provide a connection with experimental data. It is by no
means intended as a thorough study of ultrasound Doppler
sensors; see, for instance, the referenced works by Censor
and Piquette and Van Buren for attempts to quantify the phe-
nomenology involved. Nevertheless, Censor’s solution of the
linearized wave equation~Ref. 23! yields results that reduce
to those derived at the end of this section.

Consider a plane wave emitted by a transmitter in the
laboratory systemS, reflected by a target moving at constant
velocityV ~systemS8), and detected back inS. If k andq are
the incident~i! and reflected~r! wave vectors, respectively,
the frequency detected by the receiver inS is given by27

v r5v i1~q2k!"V. ~1!

The quantityDvD[(q2k)"V is the Doppler shift. Equiva-
lently, Eq.~1! states that during a small time interval dt, the
phase of the incident field is changed, upon reflection, by the
amount (q2k)"V dt.

In the case of Doppler vibration sensors, the ‘‘target’’
velocity is time dependent. Consider a surface vibrating si-
nusoidally in the normal directionns with angular frequency
V and instantaneous velocityV(t)5nsus cosVt, us being the
velocity amplitude~Fig. 1!. The instantaneous displacement
of the surface isjs(t)5ns(us /V)sinVt.

Although the present study considers the simple bistatic
geometry shown in Fig. 1, it is useful to note the general
character of the displacement amplitudejS(t): beside the
case of translation of the surface parallel to itself, it can also
represent tilt or rocking motion. The change in frequency
upon reflection from the oscillating boundary is

v r~ t !5v i1~q2k!"V~ t !. ~2!

The temporal phase of the reflected field is determined from
the time integral of Eq.~2!:

F r~ t !5v i t1~q2k!"E
0

t

V~t!dt5v i t1~q2k!"js~ t !.

~3!

Equations~2! and ~3! embody theinstantaneous frequency
and instantaneous phase, within the concept of angle modu-

lation. The propagation medium constitutes the ‘‘communi-
cation channel’’ while the surface vibration assumes the role
of the modulator. In the case of ultrasonic sensors, assuming
plane waves, the received pressure field is

pr~r ,t !5upr ueiq"re2 i @v i t1~q2k!"ns~us /V!sin Vt#, ~4!

whereupr u is its magnitude. The right-hand exponent term in
the brackets represents a sinusoidal modulation of the signal
phase. Frequency or phase demodulation of the received sig-
nal generates a voltage proportional to the instantaneous fre-
quencyv r(t) or phaseF r(t), respectively,28 and thus re-
trieves the vibration information. Although the two types of
angle modulation are mathematically inseparable, a fine line
is drawn between them within the context of practical vibro-
meter design. Equations~2! and ~3! state that frequency de-
modulation yields a direct measure of the vibrationvelocity
amplitude, while phase demodulation is directly related to
the displacementamplitude. If the medium has sizable
acoustic nonlinearities, the phase in Eq.~3! is supplemented
by nonlinear mixing terms.

In keeping with electronic communications nomencla-
ture, aphase modulation indexis introduced as

b[~q2k!"ns

us

V
. ~5!

For ultrasonic sensors, assumingus!c0 (c0 being the speed
of sound in the medium!, b becomes29

b'
2v i

c0

us

V
cosu5

2v i

c0
js cosu. ~6!

js[us /V denotes the displacement amplitude andu is the
incidence angle, as in Fig. 1. The presence of the surface
vibration angular frequencyV in the denominator indicates
an analogy to narrowband angle modulation by a single tone,
corresponding to weak modulation amplitudes.28 Using the
generating function for Bessel functions aseiz sin u

5(n52`
` Jn(z)e

inu, Eq. ~4! becomes

pr~r ,t !5 (
n52`

`

upr uJn~b!e2 i ~v i1nV!teiq"r, ~7!

whereJn is the Bessel function of the first kind. Equation~7!
is essential to investigating the operation of ultrasonic vibro-
meters. The energy in the received ultrasonic field is divided
between the central ‘‘carrier’’ (n50) and an infinite number
of symmetric sidebands, of frequenciesv i6nV and ampli-
tudesupr uJn(b). In the world of electronic communications,
this is typical of angle modulation: the PM~or FM! side-

FIG. 1. Sensing geometry and experimental arrange-
ment.
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bands siphon energy out of the primary~carrier! signal. The
sidebands contain all the information pertinent to the surface
vibration. Taking the analogy to electronic communications
further, it is conceivable to think about the possibility of
increasing the modulation index up to the first zero ofJ0 ,
that isb52.405, in which case the detected carrier amplitude
is virtually zero and all the energy is transferred into the
sidebands. However, for practical purposes, this corresponds
to an increase of, say, the surface displacement amplitude by
several orders of magnitude.

For very small modulation indices, the only surviving
orders in the Bessel series aren50, 61; this is equivalent to
the received signal having a bandwidth of approximately
V/p. The Bessel functions satisfyJ21(b)52J1(b) and,
given the small-argument behavior of Bessel functions,
J0(b)'1 andJ1(b)'b/2. Thus, the vibration sidebands are
out of phase, with amplitudes~called SB, for simplicity!,
given by

SB'6upr u
us

V

v i

c0
cosu. ~8!

Assuming weak dissipation, the magnitude of the received
pressure is close to that of the incident field,upr u'upi u.
Equations~6!–~8! are central to understanding the sensitivity
issues of ultrasonic vibration sensors. It is clear that the sen-
sitivity can be increased if~i! the vibration displacement~or
velocity! amplitude is increased,~ii ! the probe frequency is
larger, or~iii ! the probe strength is increased. A local reduc-
tion of the sound speed will also lead to increased detection
sensitivity; this could be attained, e.g., by enclosing the sen-
sor head into a ‘‘bubble’’ containing a ‘‘slow’’ medium, in
contact with the probed surface. However, such an approach
may give rise to problems associated to standing waves,
losses, etc., which have to be investigated further.

Any relative motion between the sensor head and the
surface generates additional Doppler peaks that may lie in-
side the measurement bandwidth. In addition, sensor oscilla-
tions, whether coherent with the surface vibrations or due to
nearby equipment, will affect operation. Piquette and Van
Buren25 address this scenario in the context of underwater
vibration sensing. Proper vibration insulation along with a
judicious choice of scanning speed will help alleviate these
factors. An interesting technique for factoring out any addi-
tional target-sensor relative motion developed for laser vi-
brometry is explained in detail in Ref. 30.

III. SIGNAL DEGRADATION

The spectral purity of the measurement signals is per-
haps the most basic requirement of sensor development. In
many cases, quadrature Doppler systems suffer from imbal-
ances in amplitude and phase.31 These may result in signals
larger than the measured vibration levels; if they are close to
the vibration frequencies, they can introduce sizable errors in
the demodulation process.

In addition to electronic noise incurred in detection, a
major source of signal degradation for an air-coupled acous-
tic sensor is vortical or turbulent air motion~e.g., vortex
shedding induced by sensor motion or wind!. By analogy

with electronic communications, it can be said that the role
of wind is that of ‘‘channel noise’’~albeit not ‘‘white,’’ but
intermittent!. As the speed of air motion increases, the sensor
detects a progressively richer~turbulent! spectrum that can
ultimately overwhelm the information-bearing sidebands.
Many authors have developed models aimed at quantifying
acoustic scattering in turbulent media.32,33 The farfield ex-
pression for the scattered acoustic pressure per unit volume
derived in Ref. 33 is easily amenable to experiments. The
scattering mechanism can be described qualitatively as fol-
lows: eddies with specific length scales, excited by the inci-
dent field of frequencyv i /2p on time scales smaller than the
typical turbulent time scales, become acoustic sources radi-
ating at different frequenciesv/2p. Contreras and Lund34

arrived at an equivalent expression for scattering by thermal
turbulence. Various authors35–37 have done intensive experi-
mental studies of ultrasound scattering by turbulence.

Additionally, wind blowing over grass-covered surfaces
induces a complex multicomponent motion of the grass
blades, which is detected by the vibrometer. Common laser
vibrometers relying on backscattered light tend to be suscep-
tible to this phenomenon: in-plane motion of a grass blade
randomly alters the spatial characteristics of the speckle pat-
tern inherent in coherent scattering from surface irregulari-
ties on the order of the optical wavelength. This, in turn,
causes significant drops in the demodulated signal.38,39In the
ultrasonic case, the noticeably larger ‘‘acoustic speckle’’ pre-
cludes any such tendencies. Fiber-coupled laser Doppler sen-
sors are also affected by fiber vibrations induced by wind or
other sources. A very clear and systematic theoretical/
experimental investigation of environmental effects on fiber-
coupled systems is given in Ref. 40.

In the absence of wind, signal degradation also appears
as a result of scattering of the incident field from surface
inhomogeneities~grains, pebbles, etc.! and rooted or loose
vegetation~grass, fallen leaves, pine needles, moss, etc.!
with characteristic length scales. Conceptually, this type of
scattering is expected to impose lesser constraints on acous-
tic sensors due to the relative ease of transducer tunability.
However, decreasing the probe frequencies in order to ‘‘see
through’’ various scattering agents comes at the price of re-
duced Doppler sensitivity@Eqs.~6! and ~8!#.

IV. EXPERIMENT, RESULTS, AND DISCUSSIONS

The experimental arrangement is shown in Fig. 1. Two
similar custom-made piezoelectric transducers~center
frequency'120 kHz, bandwidth'10 kHz, total divergence
'9°! acting as transmitter~TX! and receiver~RX! form the
sensor. The angle between each transducer axis and the nor-
mal is 13°; the average sensor elevation was 14 cm, resulting
in a total pathlength~transmitter to receiver! of 28 cm. The
modulated carrier is filtered and amplified by a low-noise
preamplifier~SR560! and subsequently fed to a HP89410A
vector signal analyzer~VSA!, capable of real-time demodu-
lation. An HP8904A signal generator supplies the transducer
excitation for most measurements. Commercial shakers are
used to excite the vibration of the probed surface. Two types
of shakers are used: a clamped-plate type~AURA model
AST-2B-4, f res540 Hz) and a piston type~LDS model V203,
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broadband!. The surface displacement amplitude is moni-
tored with a Polytec PDV 100 laser Doppler vibrometer
~LDV !. In the next sections, the acronym UDV will be used
for ultrasonic Doppler vibrometry.VTX is the voltage applied
to the ultrasonic transmitter, proportional to the incident
pressure magnitude. This choice is warranted by the fact that
absolute, quantitative measurements are not the primary goal
of the present study. The vibration levels are low enough so
that the linear regime holds and only the first-order sidebands
are observed.

A. Energy balance

A typical spectrum of the Doppler signal received from
an Al plate attached rigidly to an LDS shaker is shown in
Fig. 2. The received acoustic energy is split between the
carrier and the sidebands. Increasing the vibration level leads
to an increase of the sideband amplitude accompanied by a
mild decrease in the carrier amplitude. The importance of
this interplay is didactic in that it embodies a core principle
of Doppler vibrometry. Moreover, ultrasonic vibrometers en-
able one to look directly atboth the carrier and the side-
bands; in the optical case, one must down-convert the carrier
frequency by many orders of magnitude before even attempt-
ing to monitor it. In the present configuration, for the rela-
tively low transmitter excitation used~,1 W!, the minimum
displacement detected was approximately 200 nm without
averaging and 25 nm with averaging; these figures can be
improved if larger drive levels are used. Lower excitation
levels were preferred in order to preclude sensor saturation
effects.

B. Measurements on a sand surface

The aim of this investigation is to assess the ability of an
ultrasonic sensor to follow the output of a commercial laser
Doppler vibrometer, in a more realistic scenario. The AURA
shaker, excited at 150 Hz, was buried in sand; the probe
frequency was 120.4 kHz. The vibrations of the surface
above the shaker were probed in parallel with the UDV and
the LDV ~the latter was aimed at an incidence angleuLDV

517.5°. The results are shown in Fig. 3. The dataset in case
~a! corresponds to the shaker surface being flush with that of
the sand. Cases~b! and~c! were taken with the shaker buried
approximately 2.5 cm beneath the surface, one day apart
from each other. The upper plots show the sideband ampli-
tude together with the pointwise surface displacement mea-
sured with the LDV, for increasing shaker excitation,VS .
The energy dynamics between the carrier and the sidebands
is evident in the lower graphs showing the carrier behavior.
The vibration information obtained ultrasonically has a struc-
ture similar to that obtained with the LDV. As an aside, it is
interesting to note the behavior of the sand surface during the
process. The UDV/LDV vibration response is not linear; nor
should one expect it to be~e.g., complex sand response to
low-frequency excitation, inertial effects on shaker operation
due to a nonrigid base, etc.!. Moreover, the sideband and
carrier amplitudes have an interesting interplay in all three
cases. Case~c! is unarguably the most intriguing: the onset
of the ‘‘vibration saturation’’ regime atVS'2.5 V ~apparent
in both UDV and LDV data! may indicate a particular dy-
namic state of the grains between the shaker and the surface.
In all three cases, it is possible that a correlation exists be-
tween the carrier curve and the local slope of the sideband
curve. These issues remain open to further investigation.

C. The influence of air motion and surface vegetation

Surface scattering centers as well as wind affect both
laser and ultrasonic Doppler vibrometers. The scattering
strength depends primarily upon the wavelength-to-obstacle-
dimension ratio. This ratio is more easily controllable for an
UDV than it is for a LDV. Simple experiments have been
performed in order to assess the influence of various sce-
narios involving surface scatterers and ambient air motion.
One case involves scattering from a bed of randomly ori-
ented pine needles strewn on top of the shaker plate (f probe

5120.4 kHz, f surface5150 Hz). The average width of the
pine needles is 1.5 mm, which represents an approximate
fraction of 0.52 of the ultrasonic probe wavelength. Figure 4
shows waterfall displays of real-time LDV and UDV de-
modulated spectra.FUDV(v) is the FFT of the demodulated
phase of the ultrasonic signal. The time index entries repre-
sent times separated by about 0.33 s. The UDV signal keeps
a fairly constant signal-to-noise ratio~SNR! over signifi-
cantly longer time spans than does the LDV. The plots in Fig.
5 show time averages of such data.

In order to study the combined effects of wind and sur-
face vegetation, a ‘‘rooted-grass simulator’’ was built from 4
mm wide paper strips with an average length of 30 mm in-
serted in a closed-cell foam substrate. The average ‘‘grass’’
density was approximately 1.77 blades/cm2. The ‘‘grass
simulator’’ was placed on the shaker plate. To be able to get
a definite assessment, the shaker displacement was deliber-
ately set to a relatively high value~approx. 550 nm!. A rela-
tively weak jet of nitrogen was used to set the ‘‘grass’’ blades
in oscillatory motion, independent of the surface vibration.
The jet was positioned as close to the foam surface as pos-
sible. The LDV beam was focused on a moving blade that
was also inside the ultrasonic spot size. Figure 6 shows ex-
plicitly an instance where the LDV signal is completely over-

FIG. 2. Typical spectrum of ultrasonic Doppler signal, showing the carrier
and the first-order sidebands.
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whelmed, while the UDV still produces a useful output. A
major component of the unsteady motion of the ‘‘grass’’
blades is indicated by the closest satellite peak structure
around the carrier. The onset of ‘‘grass’’ motion is discussed
in more detail next.

A series of measurements was performed with the UDV
in order to separate out the effects of the ‘‘wind structure’’
itself and that of the grass motion. Three datasets were taken
with the jet entering the sensing region at three different
heights. The heights were chosen such that the air motion
interacts gradually with the grass. Figure 7 shows the UDV
signal as the jet is lowered from a condition of virtually no
grass motion~a! to relatively strong grass motion~c!; the 150
Hz vibration sidebands are clearly seen. In case~a!, only the
jet ‘‘structure’’ ~e.g., eddies! scatters the acoustic field. In~b!,
the jet barely ‘‘touches’’ the tips of the ‘‘grass’’ blades, set-
ting some of them in unsteady motion~as observed by visual
inspection!. In this case, the overall shape of the turbulent

Doppler ‘‘hump’’ is similar to that from case~a!, with the
exception of the incipient structure at approximately 17 Hz
to the right and left of the carrier frequency. This can be
explained by the fact that the vorticity field has a greater
effect than the blade motion. The satellite structure develops
as the jet is lowered further, to case~c!, when it hits the
blades ‘‘head-on’’ and sets a large number of them in motion.
This time, the spectrum differs more visibly from that of~a!;
the pronounced peaks around the carrier indicate the onset of
jet-induced grass vibrations. A similar structure appears in
the lower plot of Fig. 6~a!.

Note: Choosing jets in order to deconstruct the effects of
wind may seem a naive choice; yet it is not so far-fetched:
although the structure of the wind close to the ground is the
subject of continuous debate, it is believed to have a Kol-
mogorov spectrum, characterized by eddies of many length
scales.41 The turbulent scattering mechanism depends on the
relationship between the incident wavelength and eddy size.

FIG. 3. Measurements in sand.~a! Shaker flush with sand surface.~b! and ~c! Shaker buried approx. 2.5 cm deep. Upper plots:j5sideband~UDV!;
—5surface displacement~LDV !. Lower plots:h5carrier ~UDV!.
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The very fact that the jet influences the ultrasonic field as
seen in Fig. 7 indicates that there exist eddy scales commen-
surate with the probe wavelength.

V. CONCLUSIONS

A number of topics pertinent to the use of air-coupled
ultrasound to probe ground vibrations have been discussed. It
has been shown that the operation of a UDV system can be
adequately described by the frequency or phase modulation:

part of the energy of the incident field is transferred from the
carrier to the information-bearing sidebands. On a nonrigid,
granular surface~sand!, the performance of the UDV proto-
type is comparable to that of a commercial LDV. Moving
one step further, to the scenario of vegetation-covered sur-

FIG. 4. Real-time waterfall scans of LDV~upper! and UDV ~lower! spectra
( f surface5150 Hz). The LDV signal loses strength considerably many times
while the UDV peak is relatively self-consistent~note the almost double
time span of the UDV record!.

FIG. 5. Averaged LDV and UDV responses from a bed of pine needles. For
SNR comparison, the data are shown on the same scale~although the units
differ!. The SNR of the UDV is comparable with or slightly better than that
of the LDV.

FIG. 6. Wind effects on a grass-covered surface.~a! Received UDV signal;
~b! demodulated UDV signal;~c! LDV signal. Upper plots—without wind;
lower plots—with wind.

1562 J. Acoust. Soc. Am., Vol. 115, No. 4, April 2004 A. G. Petculescu and J. M. Sabatier: Ultrasonic vibrometry of grassy surfaces



faces, it has been shown that a moving pine needle or a grass
blade may be the Achilles’ heel of optical sensors due to
speckle-induced signal loss. Of course, a UDV is expected to
experience similar difficulties when the scatterers become
greater than the wavelength. An investigation of ‘‘grass blade
dynamics’’ may prove useful in understanding these effects.
For instance, studies of~i! flexural~and other! modes excited

in the blade as a result of periodic forcing applied at its root
and ~ii ! complex vibrational modes excited by unsteady air
motion, will be useful.

Another intriguing aspect is the behavior of the ultra-
sonic Doppler sensor in the presence of wind. However det-
rimental wind can be in the detection of small vibrations, it
nevertheless brings a whole new dimension into the problem:
that of scattering by turbulence. The better one understands
its mechanism, the more likely one is to develop reliable
techniques for wind alleviation in air-coupled acoustic vibro-
metry. Passive wind noise reduction may be as simple as
using a shield around the sensing volume. An alternative
option consists of the ‘‘homogenization’’ of the air turbu-
lence by making the shield walls out of reticulated materials;
the choice of the ‘‘cell’’ size is dictated, for example, by the
requirement that the average eddy size be smaller than the
ultrasonic wavelength, to inhibit scattering. Active tech-
niques may involve ways to manipulate the received wind
spectrum. If an absorption line at the vibration frequency
could be burned into the turbulent spectrum detected by the
UDV, then the SNR could be improved locally, at the vibra-
tion sidebands.
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The time-of-flight~TOF! method is an ultrasonic nondestructive testing~NDT! technique. The TOF
of an ultrasonic wave can be correlated to weld penetration depth, and hence weld quality. Changes
in material properties due to temperature gradients will cause ultrasonic speed to vary during
welding, which causes a curved propagation path. A ray tracing algorithm is required in order to
study how ultrasound propagates within a weld sample. In this paper, a three-dimensional~3-D! ray
tracing algorithm based on Fermat’s principle is presented. First, ray equations are derived using the
calculus of variation. Then, a numerical algorithm is developed to solve the derived ray equations
and obtain the curved propagation path. This algorithm includes finite element analysis~FEA! to
obtain the transient temperature distribution during the welding and shooting method to solve the
boundary value problem. After the curved ray path is obtained, the TOF can be found by integrating
the time variable along the ray path. An analytical relationship between the TOF and penetration
depth can be established by repeating the ray tracing algorithm for different penetration depths.
Experimental measurements of TOF have been performed, and this data is to be used to validate the
numerical results. ©2004 Acoustical Society of America.@DOI: 10.1121/1.1649942#

PACS numbers: 43.35.Zc, 43.20.El, 43.20.Dk@YHB# Pages: 1565–1571

I. INTRODUCTION

The laser ultrasonic technique is a noncontact means of
generating ultrasound and it serves as one of the few candi-
dates for real-time process control, where contact transducers
are not applicable.1 Such applications include the sensing
and control of welding and solidification,2,3 paper in-
spection,4,5 solder joint inspection,6 etc. The TOF method is
an ultrasonic NDT technique that finds its applications in
ultrasound speed measurement,7 liquid–solid interface
reconstruction,8 and monitoring weld quality.9 When used for
weld quality control, this technique relies on diffracted sig-
nals at the flaw tip or weld root. The TOF measurement
corresponding to the signal diffracted from the weld root can
be correlated to weld penetration depth, and hence weld
quality.10 Figure 1 shows how this technique can be used for
weld penetration depth monitoring. Ultrasound is generated
by a laser phased array source on one side of the weld
sample, diffracted at the weld root@shown in Fig. 1~b!#, and
picked up by a receiver on the other side. When a shear wave
is used, the first received ultrasonic signal corresponds to the
diffracted wave from the weld root because a shear wave
does not propagate through liquid.

The TOF is determined by the ultrasound propagation
path~which is related to the penetration depth! as in Eq.~1!.
During real-time welding, changes in material properties due
to a temperature gradient cause ultrasonic speed to vary. The
propagation path of ultrasound will be curved. A ray tracing
algorithm is needed in order to study how ultrasound propa-
gates within the specimen:

TOF5E
s1

ds1

n~x,y,z!
1E

s2

ds2

n~x,y,z!
. ~1!

The ray tracing problem has been studied in geophysics
for seismic modeling.11,12 Ray tracing algorithms developed
so far in geophysics cannot be directly applied to the welding
case. Ray tracing analysis has been used to analyze 2-D
wave propagation in the diametral plane of model cylindrical
solid–liquid interfaces.8,13 2-D ray tracing has been studied
and applied to ultrasonic wave propagation in temperature
gradients based on Snell’s law.14 In this paper, a 3-D ray
tracing algorithm based on Fermat’s principle is presented.
First of all, the temperature field within the weld sample is
obtained by FEA. Then, a set of ray equations is derived
using the calculus of variations. Unlike Snell’s law, the deri-
vation directly from Fermat’s principle does not require the
assumption of discrete plane layers and works for both 2-D
and 3-D cases. The Runge–Kutta method is applied to solve
the initial value ray equations and the shooting method is
applied to solve the boundary value problem in order to ob-
tain the ray path specified by the source and destination.
After the curved ray path is obtained, the TOF can be found
by integrating the variable of time along the ray path. As-
sisted by geometric analysis, an analytical relationship be-
tween TOF and penetration depth can be established by re-
peating the ray tracing algorithm for different penetration
depths. Experimental measurements of TOF have been per-
formed to validate the numerical results.

The ultimate goal of this research is to monitor and con-
trol the weld penetration depth in real-time by using laser
generated ultrasound. The weld penetration depth is one of
the most important geometric parameters that define weld
quality. The analytical relationship between the TOF and
penetration depth established by the ray tracing algorithm
provides insight into ultrasound propagation in high-
temperature gradient media, and offers valuable guidance on
the sensing system design.a!Electronic mail: charles.ume@me.gatech.edu
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II. DERIVATION OF RAY EQUATIONS BASED ON
FERMAT’S PRINCIPLE

A. Fermat’s principle

Fermat’s principle states that a ray path between any two
points is a path of minimum propagation time.15 The propa-
gation time from one pointP0 to anotherP1 is expressed by
Eq. ~2!, where n(x,y,z) is used to denote the slowness,
namely the reciprocal of speedn(x,y,z):

T5E
P0

P1
dt5E

P0

P1 ds

n~x,y,z!
5E

P0

P1
n~x,y,z!ds. ~2!

When the ray path is expressed as parametric form with
the independent variablet ~note that the independent variable
t could be time, but not necessarily!, the differentialds of the
path is given by Eq.~3!:

ds5AS dx

dt D
2

1S dy

dt D
2

1S dz

dt D
2

dt5Aẋ21 ẏ21 ż2dt.

~3!

Then Eq.~2! can be expressed as Eq.~4!:

T5E
P0

P1
n~x,y,z!Aẋ21 ẏ21 ż2dt

5E
P0

P1
F~x,y,z,ẋ,ẏ,ż!dt. ~4!

B. Calculus of variations

According to the calculus of variations, the minimum of
the integral expressed by Eq.~4! must satisfy the Euler–
Lagrange equation described by Eqs.~5a!–~5c!.15

]F

]x
2

d

dt S ]F

] ẋ D50, ~5a!

]F

]y
2

d

dt S ]F

] ẏ D50, ~5b!

]F

]z
2

d

dt S ]F

] ż D50. ~5c!

Plugging the expression of F(x,y,z,ẋ,ẏ,ż)
5n(x,y,z)Aẋ21 ẏ21 ż2 into Eqs.~5a!–~5c! gives Eqs.~6a!–
~6c!:

Aẋ21 ẏ21 ż2
]n

]x
2

d

dt S nẋ

Aẋ21 ẏ21 ż2D 50, ~6a!

Aẋ21 ẏ21 ż2
]n

]y
2

d

dt S nẏ

Aẋ21 ẏ21 ż2D 50, ~6b!

Aẋ21 ẏ21 ż2
]n

]z
2

d

dt S nż

Aẋ21 ẏ21 ż2D 50. ~6c!

Since the velocity does not have a closed form expres-
sion, Eqs.~6a!–~6c! cannot be solved analytically, and a nu-
merical technique has to be used. Equations~6a!–~6c! are
second-order differential equations, and it is very difficult~if
not impossible! to directly solve them numerically. In order
to rewrite Eqs.~6a!–~6c! and express them as six first-order
equations, the unit tangent vectorI5( i x ,i y ,i z) is introduced,
and its three components are shown in Eqs.~7a!–~7c!

i x5n~x,y,z!ẋ, ~7a!

i y5n~x,y,z!ẏ, ~7b!

i z5n~x,y,z!ż. ~7c!

By combining Eqs.~6a!–~6c! and Eqs.~7a!–~7c!, Eqs.
~8a!–~8c! are derived:

dix
dt

5 i x

d

dt
„ln~Aẋ21 ẏ21 ż2!…1

]n

]x
~ ẋ21 ẏ21 ż2!, ~8a!

diy
dt

5 i y

d

dt
„ln~Aẋ21 ẏ21 ż2!…1

]n

]y
~ ẋ21 ẏ21 ż2!, ~8b!

diz
dt

5 i z

d

dt
„ln~Aẋ21 ẏ21 ż2!…1

]n

]z
~ ẋ21 ẏ21 ż2!. ~8c!

C. Ray equations derived

When the independent variablet is considered as time,
we haven5Aẋ21 ẏ21 ż2 andn51/n. Plugging the expres-
sions ofn andn into Eqs.~8a!–~8c! and combining with Eqs.
~7a!–~7c!, the ray equations expressed in Eqs.~9a!–~9f! are
obtained:

dx

dt
5n i x , ~9a!

dy

dt
5n i y , ~9b!

dz

dt
5n i z , ~9c!

FIG. 1. Illustration of weld penetration depth monitoring with the TOF
technique.~a! Laser ultrasonic system configuration.~b! Diagram of cross-
section.
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dix
dt

5 i x

d

dt
~ ln n!2

]n

]x
, ~9d!

diy
dt

5 i y

d

dt
~ ln n!2

]n

]y
, ~9e!

diz
dt

5 i z

d

dt
~ ln n!2

]n

]z
. ~9f!

Given the initial values of source locationX and propa-
gation directionI , and the velocity~slowness! field over the
region of interest, the entire ray path can be obtained by
numerically integrating the ray equations. The numerical
method for solving the ray equations is discussed in the next
section.

III. NUMERICAL SOLUTION OF RAY EQUATIONS

A. Transient temperature distribution during gas metal
arc welding „GMAW… by FEA

The temperature distribution in the welding specimen is
required to solve the ray equations. The noncontact, real-time
temperature measurement in the welding process is not
readily available. Furthermore, such sensors would only be
applicable to surface temperatures. The FEA has been proven
to be a very economical and efficient approach to obtain
temperature distributions in welding.16–18

Butt welding of two 1018 mild steel specimens has been
performed with a robotic GMAW welding machine. The di-
mensions of the samples are 4 in.38 in.30.5 in. A FE model
has been developed in Ansys 5.7 to obtain the transient tem-
perature distribution. Only half of the weld is modeled due to
symmetric conditions on geometry, boundary conditions, and
heat inputs. Figure 2 shows the geometry of the half-plate.
The model is meshed in Ansys with 3-D thermal brick ele-
ments. The vicinity of the weld path is meshed with finer
elements because it has a greater temperature gradient than
the rest of the model, as shown in Fig. 3.

An evenly distributed moving volume heat source is as-
sumed. Based on earlier work,19 the efficiency of heat input
in the GMAW process is 0.65–0.90. A value ofh50.7 is
used in this research. The net rate of thermal energyq sup-
plied by the welding arc is expressed by Eq.~10!:

q5hUI , ~10!

whereh: heat transfer efficiency,U: welding voltage (V), I:
welding current~A!.

The heat generation corresponding to the volume in
which the heat input is applied can be derived by dividing
heat-inputq by the volume. The continuous welding process
is divided into 100 steps along the welding pathlength. Dur-
ing each step of 0.186 s~as a welding speed of 0.5 in./s!, a
stationary heat source is assumed. At the end of each step,
the heat load is removed from the current volume unit and
applied to the next unit. Temperature-dependent material
properties shown in Table I are adopted for an accurate simu-
lation result.

The initial condition is constant room temperature of
25 °C over the entire model. The boundary conditions in-
clude convection and radiation. With all the information de-
scribed above, the simulation is carried out in Ansys 5.7.1.
Figure 4 shows the temperature profiles at three time periods:
t59 s ~when the welding torch reaches the middle of the
weld!, t518 s~when the welding torch reaches the end of the
weld!, andt5100 s~after it cools down for about 80 s!. The
results look like a ship’s wake in the water, which is ex-

FIG. 2. Geometric modeling.
FIG. 3. Meshing of FE model.

TABLE I. Properties of mild steel~Refs. 16, 17!.

Temperature~°C! 0 200 400 600 800 1000 1500
Coefficient of thermal

conductivity
k (W/m °C)

62 53 45 36 33 ¯ ¯

Densityr ~kg/m3! 7860 7800 7750 7680 7600 7530 ¯

Enthalpy (J/m3)3109
¯ ¯ ¯ 1.2 ¯ ¯ 10

Specific heat capacity
c (J/kg °C)

600
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pected. Since the welding arc moves across the plates faster
than the heat propagates in the direction perpendicular to the
welding direction, the wake is very narrow.

In order to verify the FEA results, temperatures are mea-
sured in selected locations on both the top and bottom of the
weld samples, as shown in Fig. 5. The time history tempera-
ture profiles from both FEA simulation and experiments are
compared in Fig. 6. The simulation results agree well with
the experimental measurements at the specified locations.
The difference between their peak values is less than 10%.

B. Temperature-dependent velocities of ultrasound

Once the temperature distribution is available, the ultra-
sound speed can be determined using empirical relationships
between temperature and ultrasound speed. Scruby and Moss
measured ultrasonic velocity in mild steel and published data
for longitudinal and shear waves for 17 °C–1200 °C.20 Fig-
ure 7 shows velocities of three major ultrasonic waves at
different temperatures.

C. Shooting method to solve boundary value ray
equations

Given initial values of source location and propagation
direction and the velocity field obtained from last section, the
entire ray path can be found by numerically integrating the
ray equations given by Eqs.~9!. In most real world applica-

tions, however, the ray tracing problem is a two-point bound-
ary value problem, which means the source and destination
locations are given.

For initial value problems, it is possible to start an ac-
ceptable solution at initial values and march it along by nu-
merical integration to final values. For two-point boundary
value problems, the boundary conditions at the starting point
do not determine a unique solution to start with. A ‘‘random’’
choice among the solutions that satisfy these starting bound-
ary conditions is almost certain not to satisfy the boundary
conditions at the final point. The shooting method can be
used to solve two-point boundary value problems. The strat-

FIG. 4. Simulation results at three time periods.

FIG. 5. Temperature measurement locations.

FIG. 6. Experimental verification of temperature distribution.~a! Tempera-
ture profile by experiments.~b! Temperature profile by FEA.

FIG. 7. Temperature-dependent velocities of ultrasound in mild steel~Ref.
18!.
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egy is iteration on the initial value problem approach until
the ray path arrives at the specified destination within a pre-
set tolerance. The algorithm is depicted in Fig. 8.

D. Numerically traced ray for shear wave

The ray tracing algorithm is applied on half of the weld
sample and the ray path for shear wave is traced. As shown
in Fig. 9, the ultrasound propagation path obtained in real-
time welding by ray tracing is no longer a straight line. The
ray connecting the ultrasound source and the tip of weld is
bent downward at the vicinity of the weld tip. This agrees
with the Fermat’s principle because the ray tries to find its
way with higher traveling speed~lower temperature! so that
it will take the least time to reach the destination.

IV. NUMERICAL TOF

Once the ray is obtained numerically, the TOF can be
determined by integrating the time with Eq.~1! along the ray
path@refer Fig. 1~b!#. Over a series of penetration depths, the
ray tracing is performed and the TOF can be determined.
Although the absolute TOF is obtained in this case, the rela-
tive TOF ~relative to a reference value! is desired because it
is more relevant to the applications. A relative TOF~relative

to that with penetration depth of 5.5 mm! over penetration
depth is plotted later in Fig. 14 for a comparison to experi-
mental results.

V. EXPERIMENTAL VERIFICATION OF TOF

A. Experimental method and procedure

The experimental setup consists of the ultrasound gen-
eration and receiving subsystem, and welding subsystem.
The overall system setup is shown in Fig. 10. The GMAW
subsystem employs an Automatix AI 32v, General Electric
Process Robot model P-50, and a Miller Pulstar 450 welding
machine. The AI 32v running the RAIL v6.04 operating sys-
tem controls the P-50 process robot. The welding torch is
attached to the end effector of the P-50. An interface with the
Pulstar 450 allows the AI 32v to control various welding
parameters such as arc voltage, wire feed rate~welding cur-
rent!, and welding speed. The Pulstar 450 controls the flow
of shielding gas, which is a mixture of 98% argon and 2%
carbon dioxide.

A Nd:YAG Q-switched laser manufactured by Con-
tinuum is used to generate ultrasonic waves. This laser oper-
ates at a wavelength of 1064 nm with 5–7 ns pulses at up to
650 mJ per pulse, with a firing rate of 10 Hz. A fiber phased
array contained in a copper ring is used to direct the laser
onto the welding sample.21 The fiber phased array is com-
posed of three line sources. Each of the three sources con-
sists of seven silica–silica fibers with a 400mm core. The
fibers in each of the three sources measure 2, 52, and 102 m,

FIG. 8. Algorithm for shooting method.

FIG. 9. Ray traced for shear wave.

FIG. 10. Overall system setup.
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respectively. The difference in length introduces a time delay
of 0.243ms between adjacent line sources. As shown in Fig.
11, a fiber array chuck is designed to arrange the 21 fibers
into three line sources with the source spacing adjustable. A
custom designed focusing objective is used to focus the laser
sources from the fiber array onto the sample. Two 70° angle
beam PZTs consisting of 1 and 2.25 MHz of frequency are
used to receive the ultrasonic signals. A fixture is designed to
hold the angle beam PZT in place and apply constant pres-
sure upon it so that the location of the PZT transducer is
consistent between experiments and the signal strength is not
influenced by the coupling. The typical signal received by a
1 MHz PZT is shown in Fig. 12. No longitudinal wave is
received due to the configuration. The first received shear
wave is marked on the plot and it is followed by surface
wave and shear waves with multiple reflections.

B. TOF estimation with cross-correlation method

TOF refers to the time for the ultrasonic waves to travel
from the source to the receiving point. The TOF can be mea-
sured by applying a threshold on the signal and locating the
time when the signal crosses the threshold,9 or by locating
the signal’s amplitude peak directly. When the signal-to-
noise ratio is high and the amplitude is consistent, the meth-

ods using thresholding or locating the peak give reasonably
accurate estimates of TOF. However, when the signal-to-
noise ratio is low, the above methods become less accurate
and reliable.

In this paper, an overall matching method—the cross-
correlation technique is applied to measure the TOF. Time
delay measurements by the cross-correlation method have
been used successfully with conventional pulsed ultrasonic
contact techniques.22,23 The cross-correlation method elimi-
nates the need for the criterion that is usually affected by
distortion or low signal-to-noise ratios, and hence gives the
most reliable and reproducible results in difficult cases such
as the welding environment. In this method, a reference sig-
nal is required. Each ultrasonic signal is correlated to the
reference signal by the cross-correlation function. The rela-
tive TOF ~difference between the real-time signal and the
reference signal! is estimated by locating the peak of the
cross-correlation function. The advantages of the cross-
correlation method to estimate the TOF include reliability,
insensitivity to random noise, and high resolution.

C. Comparison of experimental and numerical TOF
results

The weld specimens are prepared with different groove
sizes so that weld penetration depth varies in a desired range.
After welding, all welds are cut perpendicular to weld path to
measure the penetration depth. Figure 13 shows an image of
a sample weld cross-section. The ruler in the image has the
unit of inches.

The experimental and numerical results of TOF for a
series of penetration depths are plotted in Fig. 14. Both 1.0
MHz PZT and 2.25 MHz PZT are used to measure ultrasonic
signals. All experimental and numerical results of TOF are
relative to the sample with a penetration depth of 5.5 mm,
which is near the middle point of the investigated penetration
depth range. The numerical results with ray tracing are ob-
tained at a series of penetrations, and these discrete data
points are connected with linear fitting. While the linearly
fitted curve looks segmented and discontinuous, it is ex-
pected that the numerical results curve is continuous and
smooth. Some disturbances are present in the numerical re-

FIG. 11. Experimental setup.

FIG. 12. Typical signal received by 1 MHz PZT.

FIG. 13. Sample weld cross-section.
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sults. For example, the curve between the penetration depth
of 6 and 7.5 mm is concave downward. These disturbances
are not the real tread of the curve, but errors introduced by
the numerical process, such as the FEA simulation of the
temperature.

The sum of square error~SSE! is used to measure the
deviation of experimental TOF from the numerical values.
The smaller value of SSE means better agreement. The nu-
merical results with ray tracing have smaller SSE than those
without ray tracing.

VI. CONCLUSION

In this paper a 3-D ray tracing algorithm is developed
directly from Fermat’s principle. In solving the ray tracing
equations, a FEA model is developed in Ansys to predict
transient temperature distribution. The shooting method is
applied to numerically trace the rays specified by two bound-
ary locations. GMAW experiments have been performed and
the experimental TOF is used to verify the numerical results.
When SSE is used as a criterion, the experimental TOF re-
sults match the numerical TOF with ray tracing better than
the numerical TOF when a straight path is assumed~without
ray tracing!.

The results show that the effects of temperature gradi-
ents on ultrasound propagation can be understood and calcu-
lated. The established relationship between the TOF and
weld penetration depth will be used in the design of real-time
weld penetration depth monitoring and control system. The
replacement of the PZT receiver by an EMAT is being inves-
tigated so that both the generation and reception of ultra-
sound are noncontact, which is more practical in real-time
welding situations.
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We study waves in elastic waveguides, with a view toward the nondestructive evaluation of slender
structures by means of imposed vibrations. Envisioned applications demand an accurate
understanding of both propagating and evanescent guided waves in waveguides of arbitrary cross
section. Accordingly, we develop a theoretical framework in which energy principles and finite
element discretization lead to a discrete set of solutions representing both wave types. We examine
the solutions in great detail, with a particular emphasis on the accuracy of the finite element
discretization. Results are compared with analytic solutions of the Pochhammer–Chree equations
for the special case of a circular cross section, determining the combination of mesh parameters and
frequency regimes for which the code yields accurate results. Convergence studies are conducted for
the case of a more complex cross section, that of a typical railroad rail. ©2004 Acoustical Society
of America. @DOI: 10.1121/1.1687424#

PACS numbers: 43.40.Cw, 43.20.Mv, 43.35.Cg@ANN# Pages: 1572–1581

I. INTRODUCTION

Waveguides, as elastic slender bodies of a constant cross
section with properties that are constant in the preferred di-
rection~s!, are common in engineering practice. Accurate
predictive capability regarding their vibrations and acoustics,
followed by comparison with measurements, can be used for
a nondestructive evaluation~NDE! of such bodies. One such
application is material characterization, e.g., a determination
of the level of anisotropy, internal friction, or contained
stress. Ultrasonic inspection and acoustic emission from
flaws also require understanding of propagation in such bod-
ies. The acoustics and vibrations of structures composed of
plates, shells, and beams depend on understanding propaga-
tion in these components in more detail than is provided by
simple beam and plate theories of the strength of materials.

The complexity of time-harmonic wave propagation in
linear elastic waveguides arises from having two or more
parallel boundaries that induce wave dispersion characterized
by the dependence of frequency or phase velocity on wave-
length. Multiple reflections of elastic waves from the lateral
boundaries lead to a complicated elastic wave field that is not
easily analyzed in terms of the familiar P and S waves. In an
infinite waveguide, however, translational invariance implies
that each natural mode of vibration has single wave number
k and corresponding simple variation (eikz) along the wave-
guide, while variations in the other direction~s! remain com-
plicated. In general, a multibranched dispersion relation is
expected.

Pochhammer in 1876, and Rayleigh and Lamb in 1889,
laid the foundations for the contemporary studies of
waveguides. Pochhammer derived the general frequency
equations for an infinite circular cylinder with a traction-free

mantle and resolved it into various modes, while Rayleigh
and Lamb derived the analogous equations for an infinite
plate in plane strain and with traction-free faces.1 The disper-
sion relation for flexural waves in a circular rod was studied
by Pao and Mindlin,2,3 who constructed approximate real and
imaginary branches by analytically establishing a grid of
boundary curves and asymptotic behavior. Onoe, McNiven,
and Mindlin1,4–6 found the complete frequency spectrum for
longitudinal waves in a circular rod, including the complex
branches. However, little attention has been given to wave
propagation in rods of arbitrary cross section, and even less
to the imaginary and complex branches of all the modes.
Rosenfeld and Keller7,8 found asymptotic expansions for
both long and short waves propagating in elastic rods of
arbitrary cross section, but did not calculate solutions for
individual branches. Gavric´9 developed a finite-element tech-
nique for computation of full dispersion curves for the pur-
pose of application in the high-frequency regimes relevant
for noise generation in rails. Although his formulation, in
principle, enables the calculation of imaginary and complex
branches as well as real, he did not obtain any complex or
imaginary solutions. He focused only on real branches, i.e.,
propagating modes, and compared his results with a set of
experimental results obtained for a rail of finite length, with-
out a reference to existing analytic solutions and without
confirming the accuracy of his solutions. Similar approaches
without attention to evanescent modes were presented by
Aalami10 and recently by Widehammaret al.11 and Hayashi
et al.12 Pfaffinger and Dual13 recently presented a finite ele-
ment analysis of the cutoff frequencies with special attention
to the effects of damping. Venkatesan and co-workers14 have
applied a Fourier–Bessel expansion for the interior fields in
lieu of finite elements, and then collocated boundary condi-
tions on the surface to derive an alternative numerical
method for such waves.

The accurate calculation of all the real and complex
a!Author to whom correspondence should be addressed; electronic mail:
r-weaver@uiuc.edu
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branches is necessary for a complete study of wave propaga-
tion in a beam of arbitrary cross section. According to Saint
Venant’s Principle, in a finite waveguide, the influence of
evanescent waves is noticeable for shorter guides, or near the
loads or ends. In an infinite waveguide, evanescent waves are
important in the vicinity of loads and supports. While one
expects evanescent waves to attenuate over distances of the
order of the waveguide diameter, accurate NDE requires a
more quantitative estimate of their influence, especially if
measurements are made in the vicinity of such heterogene-
ities. Due attention was given to evanescent waves in some
studies,15,16 but the problem was solved for the special cases
of composite or pretwisted beams. In order to generalize the
assumptions employed in Refs. 9, 15, 16, Damljanovic´ and
Weaver17 obtained the dispersion relation by first defining a
Hamilton’s principle for complex fields. A more rigorous ap-
proach is used here, employing the semianalytical discretiza-
tion of Kantorovich–Krilov18,19 and arriving at a dispersion
relation identical to that of Refs. 9, 11, 12, 17.

In this paper we begin with the formulation of the La-
grangian for free vibration of a uniform cylindrical wave-
guide of arbitrary cross section. In Sec. III, the finite-element
discretization of the cross section is employed and the
Euler–Lagrange equations are invoked; a search for steady-
state harmonic solutions then yields the dispersion relation.
The resulting numerically obtained dispersion curves are dis-
cussed in detail in Sec. IV. Numerical convergence for the
cases of a circular cross-section~for which there exists an
analytic solution! and a complex cross section~e.g. rail, for
which there is no analytic solution! is discussed in Sec. V.

II. ANALYTIC FORMULATION

Consider an isotropic elastic cylindrical waveguide of
cross section that is constant along thez axis of a rectangular
Cartesian coordinate system. The lateral boundary is
traction-free~Fig. 1!. In anticipation of partial FE discretiza-
tion of the cross section, while keeping thez and t depen-
dence analytic, the following representation for the admis-
sible displacement field due to free vibration at constant
frequencyv is adopted:

$U%5H U~x,y;z,t !
V~x,y;z,t !
W~x,y;z,t !

J . ~1!

The Lagrangian for and infinitesimal volume of the wave-
guide is equal to the difference between the kinetic energy
and total potential energy:20

dL5
1

2 H r~U̇21V̇21Ẇ2!2F E

~11n!~122n! S S ]U

]x D 2

1S ]V

]y D 2

2nS ]U

]x
2

]V

]y D 2D
1

2nE

~11n!~122n!

]W

]z S ]U

]x
1

]V

]y D
1

~12n!E

~11n!~122n! S ]W

]z D 2

1
E

2~11n! S S ]W

]x D 2

1S ]W

]y D 2

1S ]U

]y
1

]V

]x D 2D
1

E

2~11n! S S ]U

]z D 2

1S ]V

]z D 2D
1

E

11n S ]W

]y

]V

]z
1

]W

]x

]U

]z D G J dx dy dz, ~2!

where overdots represent time derivatives. The same quan-
tity, written in matrix form, is

dL5
1

2
$U%T@]Q t@m#]W t2]Q z@k2#]W z2@D#T@k1#]W z

2@D#T@k0#@D##$U%dx dy dz, ~3!

where the operator]Q denotes the derivative~with respect to
time or z! of the vector to the left of it and]W denotes the
derivative of the vector to the right of it. The material matri-
ces are constant:

@k0#53
12n

n
l 0 0 l 0 0

0 m m 0 0 0

0 m m 0 0 0

l 0 0
12n

n
l 0 0

0 0 0 0 m 0

0 0 0 0 0 m

4 ,

@k1#53
0 0 2l

0 0 0

0 0 0

0 0 2l

2m 0 0

0 2m 0

4 ,

~4!

@m#5F r 0 0

0 r 0

0 0 r
G , @k2#5F m 0 0

0 m 0

0 0
12n

n
l
G .

Here,@D# is the operator matrix defined in the Appendix, and
l andm are Lame´ constants:21

FIG. 1. Cylindrical waveguide of constant~arbitrary! cross section.
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l5
nE

~11n!~122n!
and m5

E

2~11n!
. ~5!

III. STEADY-STATE FINITE ELEMENT SOLUTION

Leaving the axial~z! and time ~t! dependences of the
displacement vector as arbitrary, the cross section is dis-
cretized using three-noded triangles~with the commercially
available FE preprocessor MSC. Patran! and linear interpo-
lation functions—details of the derivation are in the Appen-
dix. These linear constant-strain elements satisfy the conti-
nuity requirement C0 imposed by the highest-order
derivative with respect tox and y in the Lagrangian. Their
shape functions interpolate the displacement field linearly
between the nodes, resulting in continuity of displacement
between the elements, and discontinuity of its derivatives of
order 1 and higher. Furthermore, the same shape functions
are used for interpolation of both the nodal coordinates and
the nodal displacements~isoparametric elements21!. The re-
sult of this partial discretization is the Lagrangian for a
single, generic cross-section element of infinitesimal length
dz:

Le5
1

2
$de~z,t !%TF E

0

1E
0

12h

@]Q t@N#T@m#@N#]W t

2]Q z@N#T@k2#@N#]W z2@B#T@k1#@N#]W z

2@B#T@k0#@B##det@J#dj dhG$de~z,t !%dz, ~6!

where$de(z,t)% is the array of nine nodal displacements, that
is, degrees of freedom~d.o.f.! of the element, as defined in
Refs. 21–23. Integration over the element using a three-point
Gauss quadrature and assembling into global form yield the
Lagrangian for the entire waveguide:

L5
1

2 E $d~z,t !%T@]Q t@M #]W t2]Q z@K2#]W z2@K1#]W z

2@K0##$d~z,t !%dz5E Ldz, ~7!

whereL is Lagrangian lineal density,$d(z,t)% is the array of
3N global d.o.f. and@M#, @K2#, @K1# and @K0# are global
~‘‘mass’’ and ‘‘stiffness’’! matrices of order 3N33N. Intro-
ducing indicial notation, withdj5dj (z,t) being thejth com-
ponent of $d(z,t)%, the Euler–Lagrange equations are ap-
plied, as defined in Refs. 20 and 22:

]L
]di

2
d

dz

]L
]di8

2
d

dt

]L
]ḋi

50, ~8!

and the governing equation~in indicial form! is

~sym@K2# ! i j dj91~skw@K1# ! i j dj82~sym@K0# ! i j dj

2~sym@M # ! i j d̈ j50. ~9!

The prime and double prime denote first and second deriva-
tives with respect toz, respectively, and the double overdot
denotes the second temporal derivative. This equation repre-
sents the loci of stationary points of the action over the re-

stricted space spanned by all possible vectors$d(z,t)%.
In this and all subsequent FE derivations, the governing

equations are normalized so that Young’s modulus and den-
sity are Ē51 and r̄51, respectively. Positionsx, y, z and
displacementsdj are taken in inches~pursuant to applica-
tions envisioned with US rail dimensions!. Therefore, the
normalized bar wave speed isc̄b5AĒ/ r̄51 and the normal-
ized frequency isv̄5v/cb (rad/in.). This normalization does
not affect wave numbers; that is,k̄5k in units of in21. It is
understood hereon that all the variables are in a normalized
form, but the bars are dropped for convenience, except where
needed for clarity.

IV. SOLUTION TO EIGENVALUE PROBLEM—
DISPERSION CURVES

Guided wave solutions are of the form

dj~z,t !5hje
ivt2 ikz, ~10!

wherehj are constants. Substituting~10! into the governing
equation~9! and changing back to matrix notation yield the
following quadratic eigenvalue problem~EVP!:

~k2 sym@K2#1 ik skw@K1#1sym@K0#2v2 sym@M # !$h%50.
~11!

In order to lose the imaginary unit, a 3N33N unitary trans-
formation matrix@T# is introduced, with each diagonal ele-
ment equal to 1, except every third~corresponding to the
displacement in thez direction! being equal toi. The matrix
@T# has the property that@T#* @T#5@T#@T#* 5@ I #, where an
asterisk denotes the complex conjugate. Equation~11! is
multiplied from the left by @T# and $h% is replaced by
@T#* @T#$h%5$h%. The symmetric matrices@K2#, @K0#, and
@M# do not mix thew component of displacement withu and
v. Therefore,

@T#@K2#@T#* 5@K2#,

@T#@K0#@T#* 5@K0#, ~12!

@T#@M #@T#* 5@M #.

On the other hand, the skew matrix@K1# mixesu andv with
w but does not mixu andv displacement components with
each other, so it follows that

@T#@K1#@T#* 52 i@K̂1#, ~13!

where@K̂1# is a real and symmetric matrix. Defining a new
vector$\%5@T#$h%, one obtains the final form of the eigen-
value problem:

~k2@K2#1k@K̂1#1@K0#2v2@M # !$\%50. ~14!

The matrices in Eq.~14! are real and symmetric and of order
equal to the total number of d.o.f. used in the FE approxima-
tion, i.e., 3N, whereN is number of nodes. This equation
may be compared to those of Gavric´9 and others.11,12,17

At fixed realk ~i.e., for propagating modes! Eq. ~14! is a
3N33N real symmetric positive-definite generalized eigen-
value problem with real positive rootsv2. If interest is re-
stricted to propagating modes~as it is in most previous
studies9–12! then it may be most efficient to specifyk and
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then solve forv. Our interest is, however, in highly accurate
complexk’s at specified realv, where the simpler approach
is not useful. Our objective is to find the wave numbersk that
satisfy Eq.~14!. A simple examination of this equation re-
veals that, considering the expression in parentheses is qua-
dratic ink and the matrices are of order 3N, the determinant
is a polynomial of order 233N. Therefore, the vanishing
determinant should result in 6N solutions fork, which are
generally distinct~providing there is no degeneracy! and
complex. The complex solutions should appear in pairs of
complex conjugates.24 Furthermore, due to reflection sym-
metry in z, it is clear that if somek is a solution, then2k
should also be a solution.25

For k50, Eq. ~14! reduces to a generalized EVP with
real, symmetric, positive-definite matrices:

~@K0#2@M #v2!$\%5$0%. ~15!

Solutions to this equation, the eigenvalues6vc.o., are real
and are known in elastodynamics as cutoffs—the frequencies
at which some of the evanescent waves~imaginary branches!
become propagative~real branches! and all the points of the
waveguide vibrate in phase. Much is known about the con-
vergence of solutions of generalized EVPs. Most notably,
according to the Eigenvalue Separation Theorem,26 for the
complete approximation space, the eigenvalues of theN11
d.o.f. model bracket the eigenvalues of theN d.o.f. model
and so, asN increases, the approximate eigenvalues approach
the actual ones asymptotically and from above~the actual
eigenvalues being the lower bounds for approximate ones!.
However, there is no similar rule for the evanescent waves,
which appear together with propagating waves in the case of
the full-fledged problem,kÞ0 in Eq.~14!. In order to benefit
somewhat from the above-mentioned theorem, a parallel is
drawn between the current problem and the generalized EVP.

In a manner that bears similarity to the state-space refor-
mulation of dynamics, Eq.~14! is rewritten in the form of a
generalized EVP. A new vector is introduced:

$j%5k$\%, ~16!

and multiplied with the matrix@K2#:

@K2#$j%5k@K2#$\%. ~17!

Due to @K2# being nonsingular, the above multiplication in-
curs no loss of information. Combining Eqs.~14! and ~17!,
one obtains the following generalized EVP:

@A#$c%5k@B#$c%, ~18!

with

@A#5F @K2# @0#

@0# v2@M #2@K0#
G ,

@B#5F @0# @K2#

@K2# @K̂1#
G , $c%5 H k$\%

$\% J . ~19!

Both 6N36N matrices are real and symmetric—symmetry
of the matrix on the right-hand side is ensured by the use of
@K2# in ~17!—although not positive-definite. Just like Eq.
~14!, this equation has 6N distinct, generally complex solu-
tion pairs (kr ,$c r%), with r 51,...,6N.

Full dispersion curves~complexk as a function of real
v! were obtained for the case of 136 lb AREMA rail27 of
Poisson ration50.3 using a moderately refined mesh. A
computer code was written to obtain eigenvalue wave num-
berskr , for frequenciesv from just above 0 through 0.5~the
7th cutoff!, in densely spaced steps ofDv50.001~in normal-
ized units!. Equation~18! was solved using NAG~Numerical
Algorithms Group! Fortran library routines that compute all
the eigenvalues and eigenvectors of a real, symmetric but not
necessarily positive-definite generalized EVP~for branches!
or real symmetric-definite generalized EVP~for cutoffs!.

The first quadrant of the resulting dispersion curves for
the rail, with all the cutoffs and branches, is shown in Fig. 2.
To the authors’ knowledge, this is the first time that a com-
plete frequency spectrum for the cylindrical waveguide of a
noncircular cross section has been presented in the literature.
In order to keep the computational burden within reasonable
limits, coarse mesh #2~defined below! was used to compute
the data for this plot. Because the EVP was solved for onev
at a time, the frequency spectrum in Fig. 2 was constructed
of consecutive horizontal ‘‘slices’’ of Re(k)–Im(k)-v space.
Consequently, in regions where the branches become close to
horizontal~i.e., at minima and maxima!, the points that com-
prise them become sparse. The wave numbers obtained by
the code came, as expected, mostly in quadruples, except for
a few pairs. The purely real and purely imaginary solutions
appeared in pairs of opposite signs. The fully complex ones
appeared in quadruples of complex conjugates and opposite
signs.

One way to look at the frequency spectrum of a wave-
guide is to study the behavior of the branches while increas-
ing the frequency. Up to the first cutoff, there are exactly four
purely real, propagating branches. These are the familiar
bending, torsional, and extensional modes. In addition, there
are many evanescent ones~mostly complex with few purely

FIG. 2. Dispersion curves for the rail 136 lb AREMA~mesh #2!, n50.3.
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imaginary!. Above the first cutoff, the purely imaginary
branch that reaches thev axis passes through a new cutoff
and continues as a new, purely real branch—the evanescent
mode becomes propagating. New purely real branches ap-
pear, as the frequency is increased, only from the new cut-
offs. On the other hand, most of the purely imaginary
branches start and end on the Im(k) axis; some of them start
at the Im(k) axis and end at the cutoffs on thev axis, while
a few of them arc between two neighboring cutoffs. Many
complex branches start at thev50 plane and collapse onto
the minima of imaginary branches. Other complex branches
interconnect the gaps between neighboring imaginary
branches~from the minimum of one to the maximum of
another!.

Interestingly, while local inflection points occasionally
exist on higher-order real branches, there are no local
maxima and very few local minima. The lowest local mini-
mum appears on the ninth real branch~that emanates from
the fourth cutoff! and has a complex branch collapsing on it
from its origin at the local maximum of the imaginary branch
that ends at the third cutoff—the three involved branches are
marked with an3 in Fig. 2. This example shows effectively
the role of local minima and maxima of imaginary branches
as potential wells that trap~if close enough! or deflect ~if
farther away! the complex branches as they ‘‘travel’’ through
the Re(k)–Im(k)-v space.

The nature of local extrema in general is not well under-
stood, but it was shown by Onoe and Mindlin~as reviewed
by Graff5! that the position of local extrema is sensitive to
Poisson’s ratio and the geometry of the cross section. There-
fore, the peculiar complex branch mentioned above would
have different behavior or might not even exist for a wave-
guide with a different Poisson’s ratio or cross section. For
example, Onoeet al.4 showed that, for a circle withn50.31,
the complex branch connecting to the local minimum of the
first real branch~longitudinal mode!, starts at thev50 plane
instead of at the local maximum of an imaginary branch. The
very existence of local minima~and negative group velocity!
on a real branch is still as striking as it was 40 years ago.

V. ACCURACY AND CONVERGENCE

A sequence of four meshes was used to assess the con-
vergence of the FE solutions for the dispersion relationk(v)
in two cases—the case of a circular waveguide, for which
there exists an analytic solution~Pochhammer–Chree equa-
tions! for comparison; and the case of a waveguide with an
irregular cross section~rail 136 lb AREMA! for which there
is no analytic solution. Structuredh refinement22 was used in
both cases by dividing each triangle of the preceding mesh
into four triangles, with one new node being created at the
middle of each of the old triangle’s sides. Therefore, the set
of nodes of each preceding mesh is a subset of the set of
nodes of the following mesh and each following mesh has
four times more elements than the preceding one. Mesh char-
acteristics are given in Table I and meshes for both cross
sections are shown in Figs. 3 and 4.

Because the three-noded triangles used in this study
have first-order polynomial interpolation functions, the ap-
propriate mesh fineness parameter is 1/h, whereh is a char-

acteristic length of the worst element~the element with the
greatest surface area and/or sharpest angle!. From the nested
property of the mesh, it follows thath}1/ANel, whereNel is
the number of elements, and then it holds that

uVc.o.2Vexact
c.o. u}~ANel!

s and, similarly,

uk̄2 k̄exactu}~ANel!
s, ~20!

whereVc.o. is the cutoff frequency of interest and the sub-
script ‘‘exact’’ should be taken with reserve, as the available
analytic solution is approximate within the precision of the
transcendental equation solver used to obtain it.

It was considered appropriate to evaluate the conver-
gence by plotting the dependence of the relative error of the
frequency~for cutoffs! and wave numbers~for branches! on
ANel, both in terms of natural logarithms. In such a coordi-
nate system, the curve is expected to be linear for this type of
mesh refinement in the limit ash→0. The rate of conver-
gence is then equal to the slopes of the asymptotic conver-
gence curve, and it represents the rate at which the accuracy
of the solution increases with the mesh refinement. Finally,
the vertical position of the convergence curve in the chosen
coordinate system is the measure of accuracy of that particu-
lar solution—the lower the convergence curve is in the plot,
the more accurate is the corresponding mode. The root find-
ing error was judged to be less than the discretization error.
This judgment is based on the machine precision, and on the
accuracy with which the~exact! torsional roots were found
for the circular cylinder.

It is important to notice that, at the curved edges, during
the division of an old triangle into four new triangles, the
new node in the middle of the triangle side that is following
the curve has to be ‘‘nudged’’ onto the curve by nearest-point
projection, so the four new triangles create an element whose
surface does not coincide with the surface of the old triangle.
This geometric discretization error~here referred to as ‘‘node
shifting’’ ! affects the convergence curves of different modes
to a varied degree, depending on the sensitivity of the par-
ticular mode shape to the location of the point on the cross
section.

TABLE I. Number of nodes and elements for all meshes used in the study.

No.

Circle of diameter 1 Rail 136 lb AREMA

# of nodes
# of

elements # of nodes
# of

elements

1 17 20 42 50
2 53 80 133 200
3 185 320 465 800
4 689 1280 1729 3200

FIG. 3. Nested meshes for circle of diameter 1 in.
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A. Circular cross section—comparison with exact
solution

The Pochhammer–Chree equations for guided elastic
waves in a circular cylinder are well studied.1,2,3,5 We have
solved these transcendental equations for the case of a cyl-
inder of diameter 2a51 in., and Poisson ration50.3, in
terms of the nondimensional frequencyV5v̄acb /cshear

5va/cshear and nondimensional wave numberk̄5ka. Our
Pochhammer–Chree solutions are denoted with subscript
‘‘Poch.’’

Although the code solves for all the cutoffs, it was con-
sidered sufficient to study the convergence of only the lowest
two cutoffs~lowest two flexural cutoffs of the ordern51 in
the Pochhammer–Chree equations!, mainly because our fre-
quencies of interest are well below the first cutoff, but also
because the accuracy is known to decrease considerably
above the first cutoff for this type of problem. As seen in Fig.
5, the accuracy is lower but the convergence rate is only
slightly higher for the higher cutoff frequency. There is no
apparent ordering of levels of accuracy according to the cut-
off order or within the families of branches with the same
azimuthal order—it appears that only for somen-families the
accuracy is lower for the higher branches, as might be sug-
gested by intuition.

The lower real, imaginary, and complex solutions for a
single frequency ofV51.0 ~about halfway below the first
cutoff! were considered in order to present the convergence
of the branches. The quantities ‘‘s’’ appearing here are the
slopes of linear fits, and not necessarily equal to the familiar
asymptotic convergence rates that should be achieved in the

limit of a very fine mesh. In most cases, however, the
asymptotic behavior does appear to be achieved, ats'2.0.

The convergence of solutions for real branches was
studied only in the case of three branches that exist below the
first cutoff—longitudinal, torsional, and flexural modes~Fig.
6!. Their analytically obtained values correspond ton50
~longitudinal and torsional! and n51 ~bending! azimuthal
order. The torsional mode~the lowest dataset! is almost exact
and with practically a zero convergence rate, since it does
not improve with mesh refinement. This mode is interesting
in that its value is the same regardless of whether it was
obtained by the strength of materials or elasticity, and in that
the FE result is essentially exact. In hindsight, this is not
surprising; torsion in a circular cylinder has constant strain,
and is thus fully compatible with the constant strain elements
assumed here. The longitudinal mode is more accurate than
the bending mode. Its data points lie more closely to the
straight line, as might be expected given that this mode has
the wave number that is almost independent of the cross-
section shape, so the node-shifting issues are less important.

The bending mode here consists of two degenerate
branches—lateral bending and vertical bending—that coin-
cide due to rotational symmetry of the cross section. For the
coarsest mesh, those two modes have slightly different val-
ues at a givenv, but the difference between them diminishes
with mesh refinement. The lower of the two is used in the
convergence study. The bending mode is converging slightly
more slowly than the longitudinal mode, withs521.76, as
opposed tos521.9 for the longitudinal mode.

As shown in Fig. 7, the rates of convergence of the
lowest two imaginary branches~corresponding to the purely
imaginary solution of then51 case in the Pochhammer–
Chree equations! are close to those of the real branches.
Their accuracy is somewhat lower~their curves lying higher
along the vertical axis! than that of the real branches and the
accuracy of higher imaginary branch is fairly low, which is
expected for evanescent modes.

Note that the analytic branches are grouped according to
the azimuthal ordern, while the FE code sorts the solutions
in the ascending order of absolute value~in the case of

FIG. 4. Nested meshes for the rail 136 lb AREMA.

FIG. 5. Numerical convergence and convergence rates of selected cutoffs
~for a circular rod!.

FIG. 6. Numerical convergence and convergence rates of selected real
branches~for a circular rod!.
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purely real or imaginary solutions! or modulus~in the case of
complex solutions! with no reference ton. There is no con-
sistent method of correlating the points on the numerically
and analytically obtained branches, and for very coarse
meshes or higher-order branches, it becomes increasingly
difficult to recognize the corresponding roots—thus the miss-
ing fourth point on the convergence curve of the higher
mode. However, this is not of much concern for the current
study, because the frequencies of interest are very low, and
the solutions for branches are consequently very accurate.

In order to locate the complex branches easily, the low-
est three solutions from the code were used as starting
guesses for the Newton–Raphson method of root searching
of the Pochhammer–Chree equations, trying different values
of azimuthal ordern. The two lowest complex solutions were
found to correspond ton52 and n50, respectively. The
accuracy of those solutions is shown in Fig. 8 and is good,
but lower than for the real branches and the lowest-order
imaginary branch. The higher complex mode is of slightly
higher accuracy than the higher imaginary mode—it is not
clear whether this difference can be explained by the magni-

tude of the imaginary part, which is smaller for the complex
branch.

In summary, the FE solutions examined here are in good
agreement with the analytic solutions of the Pochhammer–
Chree equation. High accuracy was generally achieved for
the lowest branches below the first cutoff; good accuracies
were obtained for mesh #3. Most notably, for the bending
mode that is of our particular interest, the accuracy~as
judged against Pochhammer–Chree solution! for mesh #3 is
excellent, 0.03%; convergence rates are generally close to
asymptotic values, withs5(21.73) to ~21.97!, and s5
21.76 for the flexural mode.

B. Complex cross section

The standard rail 136 lb AREMA is an example of a
waveguide with irregular, complex cross section with one
~vertical! axis of symmetry confining the bending modes to
two perpendicular preferred planes. The accuracy of the FE
solution for the lowest propagating and evanescent modes in
such a waveguide was studied for the frequencyv̄
50.007 141 rad/in. (f 5233 Hz). The resulting convergence
curves are shown in Figs. 9–11. The radius of gyrationr g

50.979 in. was chosen as the characteristic length analogous
to the radiusa of the Pochhammer–Chree theory. The corre-
sponding normalized wave number that is used throughout
this section,k% 5krg , is nondimensional.

The convergence curves are plotted analogously to those
for the circular waveguide, but lacking the analytic solution
for comparison, the values corresponding to the finest, fourth
mesh, are used as a reference~denoted by subscript ‘‘ref’’!.
Therefore, the trends seen in those graphs do not represent
convergence in the strict sense. The slopes of such a con-
vergence curve is not equal to the convergence rate, but
rather to the rate of change of the relative error with refine-
ment of a particular mesh to the finest mesh #4. The magni-
tude of error for a particular mesh is analogous to accuracy
in the case of a circular waveguide and, therefore, the verti-
cal position of a convergence curve in such a plot can be
viewed as an indicator of accuracy. In the following para-
graphs, the words ‘‘accuracy’’ and ‘‘convergence’’ are used

FIG. 7. Numerical convergence and convergence rates of selected imaginary
branches~for a circular rod!.

FIG. 8. Numerical convergence and convergence rates of selected complex
branches~for a circular rod!.

FIG. 9. Convergence and rates of change of selected real branches with
respect to mesh refinement~for rail!.

1578 J. Acoust. Soc. Am., Vol. 115, No. 4, April 2004 V. Damljanović and R. L. Weaver: Waves in cylindrical waveguides



in a colloquial manner, keeping in mind the distinctions ex-
plained above. That all the data points for all the studied
modes lie near straight lines, is the indicator that the choice
of mesh #4 as a reference is feasible.

The torsional~real, propagating! mode has the slowest
rate of change of error, with the smallests among four real
modes, and with the lowest accuracy~Fig. 9!. The accuracy
of the axial~extensional! mode~not shown! is high, with a
relative error of 0.2%, which did not change noticeably with
refinement.

In the case of our most important mode—the lowest
lateral bending—even the refinement from mesh #2 to mesh
#3 changed the result by only 0.02%—a precision more than
sufficient for the purpose of this project. The relatively large
value ~3.07! for s in this data, and the irregular fit to a
straight line, are indications that the asymptotic behavior has
not yet been reached. Nevertheless, one concludes with good
~if not full ! confidence that the small difference between the
results for meshes #3 and #4 implies thatklat. bend. is accu-
rately estimated. The fact that the Euler–Bernouilli~E–B!
beam theory prediction for the lateral bending wave number
(k% E–B50.0836) is in error by about 3.5% at this frequency,

confirms the necessity for the use of FEM, but also confirms
the utility of E–B theory for rough estimates.

In summary, the accuracy and convergence of the FE
code presented here are satisfactory, as proven by compari-
son with the analytic solutions for a circular guide. The gen-
erally good convergence in the case of a rail, especially for
the propagating lateral bending mode, renders mesh #3
highly accurate, with perhaps some caveats in regard to the
torsional mode. Further mesh refinement is increasingly im-
practical, because of the considerable computing time that
the currently used EVP solver requires for a finer mesh.

VI. CONCLUSIONS

We have developed a code for the calculation of wave
propagation in an elastic waveguide of arbitrary cross sec-
tion. It is capable of accurately determining the real, imagi-
nary, and complex branches at moderate values of dimen-
sionless frequency and wave number, as demonstrated by a
comparison with known solutions in the circular waveguide,
and as demonstrated by convergence studies in a waveguide
of a more complicated cross section. The emphasis on eva-
nescent waves, and the emphasis on accuracy, make this
work relevant for applications in the nondestructive evalua-
tion of material or structural properties such as contained
load and anisotropy. We anticipate applications of this
method to waveguides with various common cross sections,
such as railroad rails and rectangular waveguides, in particu-
lar to the nondestructive assessment of contained stress and
anisotropy in rail. For a more cost-effective performance
needed in most NDE applications, there is much room for
improvement. Suggested modifications include the use of
higher-order~quadratic! elements for a lower computational
burden, the use of isoparametric elements with curved
boundaries for lower error of the geometric approximation,
and a more efficient algorithm for eigenvalue extraction.
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APPENDIX: FINITE ELEMENT FORMULATION

The isoparametric mapping for a three-noded triangle,
with the same shape functions both for coordinates and the
displacements,22 is

x~j,h!5(
i 51

3

xiNi~j,h!; y~j,h!5(
i 51

3

yiNi~j,h!,

~A1!

wherexi andyi are the nodal coordinates of the element. The
above expressions specifyx andy coordinates of any point in
the triangle in terms of the parametersj and h, such that
0<h<1 and 0<j<12h. Similarly, the displacements at any
point ~j,h! are

FIG. 10. Convergence and rates of change of selected imaginary branches
with respect to mesh refinement~for rail!.

FIG. 11. Convergence and rates of change of selected complex branches
with respect to mesh refinement~for rail!.
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u~j,h!5(
i 51

3

uiNi~j,h!;

v~j,h!5(
i 51

3

v iNi~j,h!; w~j,h!5(
i 51

3

wiNi~j,h!,

~A2!

whereui , v i , andwi are the nodal displacements. The shape
functions are

N1512j2h; N25j; N35h. ~A3!

Then the approximate displacement field within the element
is

$ũe~j,h!%5@N~j,h!#$de%, ~A4!

where

$de%5$u1 v1 w1 u2 v2 w2 u3 v3 w3%
T, ~A5!

@N~j,h!#5FN1 0 0 N2 0 0 N3 0 0

0 N1 0 0 N2 0 0 N3 0

0 0 N1 0 0 N2 0 0 N3

G . ~A6!

In addition, the displacement gradients are approximated with

]$ũe%5@D#$ũe%5@D#@N#$d%, ~A7!

where@D# is merely the operator matrix:

@D#53
]/]x 0 0

]/]y 0 0

0 ]/]x 0

0 ]/]y 0

0 0 ]/]x

0 0 ]/]y

4 . ~A8!

It operates on@N#, resulting in

@B#5@D#@N#5F @J#21

@J#21

@J#21
G 3

N1,j 0 0 N2,j 0 0 N3,j 0 0

N1,h 0 0 N2,h 0 0 N3,h 0 0

0 N1,j 0 0 N2,j 0 0 N3,j 0

0 N1,h 0 0 N2,h 0 0 N3,h 0

0 0 N1,j 0 0 N2,j 0 0 N3,j

0 0 N1,h 0 0 N2,h 0 0 N3,h

4 , ~A9!

where@J#21 is the inverse of the Jacobian:@J#5](x,y)/](j,h). Noting that dVe5dx dy5det@J#dj dh, we finally arrive at
the discretized form of Eq.~3!—the Lagrangian for a single element:

Le5
1

2
$de~z,t !%TF E

0

1E
0

12h

@]Q t@N#T@M#@N#]W t2]Q z@N#T@k2#@N#]W z2@B#T@k1#@N#]W z2@B#T@k0#@B##det@J#dj dhG
3$de~z,t !%dz. ~A10!
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Forced response of a cylindrical waveguide with simulation
of the wavenumber extraction problem

Vesna Damljanović and Richard L. Weavera)

Department of Theoretical & Applied Mechanics, University of Illinois at Urbana—Champaign,
Urbana, Illinois, 61801-2983

~Received 25 August 2003; revised 14 January 2004; accepted 25 January 2004!

The steady state response of a cylindrical elastic waveguide of arbitrary cross section to a harmonic
load is considered. The inverse problem of wavenumber extraction is simulated using finite element
discretization of the cross section. The case of a concentrated lateral point load on a railroad rail is
used for illustration, at a frequency of 202 Hz, corresponding to a frequency well below the first
cutoff, but above the regime where simple strength of materials concepts are accurate. The work is
conceived with a view towards applications in the nondestructive characterization of such beams by
means of scanned laser vibrometry for measurement of lateral bending wavenumbers dependent on
a contained static axial load. Simulations of such measurements are generated, and subjected to
noise and to a variety of potential systematic errors. Linear and nonlinear least squares minimization
of the residual between simulated measurements and fits show that the lateral bending wavenumber
can be recovered accurately, with remarkable robustness, even in the presence of noise and
systematic errors. ©2004 Acoustical Society of America.@DOI: 10.1121/1.1675818#

PACS numbers: 43.40.Cw, 43.20.Mv, 43.40.Le@ANN# Pages: 1582–1591

I. INTRODUCTION

Cylindrical elastic waveguides of arbitrary cross section
have been receiving increased attention in recent years. This
work has been driven in part by significant potential appli-
cations to guided vibrations in a railroad rail. Gavric,1 Ha-
yashi et al.,2 Damljanović and Weaver,3 and Damljanovic´4

have discussed Finite Element methods for approximate so-
lutions for the propagating guided waves. Pfaffinger and
Dual5 discussed the cutoff frequencies. Relevant other work
includes that of Aalami6 and Widdehammeret al.,7 Huang
and Dong8 and Volovoiet al.9 Damljanovićand Weaver ad-
dressed evanescent waves as well as propagating waves and
focused attention on high accuracy. In all this work there has
been little or no attention directed towards the problem of
responses of such structures to specified forcing; with the
exception of Hayashiet al.2 the published work has empha-
sized only the free vibration of propagating waves. In this
paper we formulate the solution for steady state responses to
specified forcing on cylindrical elastic waveguides of an ar-
bitrary cross section, including both propagating and evanes-
cent waves, and apply it to simulate an inverse problem in
which measured steady state responses are used to infer
guided wave wavenumbers, thus characterizing the wave-
guide.

In this work we are motivated by an application to a
railroad rail, in which temperature extremes, and constrained
expansions, lead to large contained loads that in turn lead to
bucklings and rail breaks. The nondestructive determination
of such a contained load in rails has long been of concern to
the industry. We note that the bending rigidity of a rail is
relatively sensitive to a contained load~indeed others have

investigated using such sensitivity to determine load from
resonant frequencies10! and we have proposed measuring
bending wavenumbersk at a specified frequency in order to
infer such a load.4 This sensitivity is greatest at long wave-
lengths, which leads, given a finite span over which to make
measurements, to the interesting problem of determining the
wavenumber from measurements over a span of only about
one wavelength. Spatial Fourier transforms—specifically
their peaks—can be used to identify wavenumbers, but only
if the spatial data range covers many wavelengths; clearly
such a technique is not going to be effective here. The prob-
lem is further complicated by the presence, in a steady-state
vibration of a waveguide, of other modes of vibration, not
just the bending waves. In the next section we extend FEM
formulations for propagating free vibrations in such
waveguides to the related problem of steady state responses
to forcing on such waveguides, and derive an expression for
the response to any such forcing. This expression is then
applied to the special case of lateral responses to a concen-
trated lateral force. It is found to consist of a sum of many
waves, both propagating and evanescent, most of which are
unimportant at points not close to the source, thus allowing
the sum to be truncated except at the source.

In Secs. III and IV we attempt to extract the lateral
bending wavenumber from measured data. A short span of
the data, corresponding to about one wavelength, is treated
as measured data and fit to a linear superposition of waves
with specified wavenumbers. By adjusting the wavenumber
of the lateral bending wave in this fit, we determine a best
estimate for that wavenumber. Of course if the data is per-
fect, we recover the actual wavenumber used in the original
data construction. However, by adding simulations of noise,
or other laboratory imperfections, we investigate the robust-

a!Author to whom the correspondence should be addressed; electronic mail:
r-weaver@uiuc.edu
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ness of the proposed recovery of the lateral bending wave-
number.

Finally, in Sec. V we summarize the conclusions.

II. SOLUTION TO FORCED VIBRATION PROBLEM

Consider an isotropic elastic cylindrical waveguide with
a traction-free lateral boundary and constant cross-section
along thez axis of a rectangular Cartesian coordinate system.
The waveguide is excited laterally by a point-force of unit
magnitude along thex axis ~Fig. 1!. The semi-analytical dis-
cretization of Katorovich-Krilov11,12 is applied to the admis-
sible displacement field, taking it to be of a finite-element-
like form given in terms of Cartesian nodal displacements
di(z,t), (i 51,2,...,3N, whereN is the number of nodes! by
using linear constant strain isoparametric triangular
elements.13 The details are given elsewhere.4 The procedure
is similar to that described in other studies.1,2,8,9,11 Other
types of elements could also be chosen; the form of the equa-
tions to be discussed here would remain the same.

The lineal kinetic energy density and strain energy den-
sity consequent to the chosen form for the admissible dis-
placement field then determine a Rayleigh–Ritz Lagrangean
lineal densityL and a corresponding Euler Lagrange equa-
tion of motion:3,14

]L
]di

2
d

dz

]L
]di8

2
d

dt

]L
]di

5Qi~z,t !, ~1!

where Qi(z,t) is the generalized force associated with the
degree of freedomdi(z,t) and may be obtained from the
actual force distribution by using standard considerations of
virtual work.14–16 One deduces

~sym@K2# ! i j dj91~skw@K1# ! i j dj82~sym@K0# ! i j dj

2~sym@M # ! i j d̈ j52qi~z!eivt, ~2!

where @M #, @K2#, @K1# and @K0# are global~‘‘mass’’ and
‘‘stiffness’’ ! matrices of order 3N33N. The prime and
double prime denote the first and second derivatives with
respect toz, respectively, and the double dot denotes the
second temporal derivative. If the forcing is confined to the
nodes, thenqi(z) is a Cartesian component of the amplitude
of the harmonic forcing at a node. Otherwise,qi(z) is a
linear combination of the continuously distributed forcing on
the neighboring elements.

The steady-state response of the waveguide is taken in
the following form:

dj~z,t !5hj~z!eivt, j 51,...,3N or $d~z,t !%5$h~z!%eivt.
~3!

The nonhomogeneous problem statement is obtained by sub-
stituting Eq.~3! into the governing equation~2! and chang-
ing back to matrix notation:

@@K2#]z
21@K1#]z2@K0#1v2@M ##$h~z!%52$q~z!%.

~4!

A 3N33N unitary transformation matrix@T# is intro-
duced next, with each diagonal element equal to 1, except
every third~corresponding to displacement in thez direction!
being equal toi. The matrix@T# has the property@T#* @T#
5@T#@T#* 5@ I #, where * denotes the complex conjugate.
Equation~4! is multiplied from the left by@T# and $h% is
replaced by @T#* @T#$h%5$h%. The symmetric matrices
@K2#, @K0# and @M # do not mix the w component of
displacement with u and v, so @T#@K2#@T#* 5@K2#,
@T#@K0#@T#* 5@K0# and @T#@M #@T#* 5@M #. On the
other hand, the skew matrix@K1# mixesu andv with w but
does not mixu and v displacement components with each
other, so@T#@K1#@T#* 52 i@K̂1#, where @K̂1# is real and
symmetric. Equation~4! then reads as

†@K2#]z
22 i@K̂1#]z2@K0#1v2@M #‡$\~z!%52@T#$q~z!%,

~5!

where$\%5@T#$h%.
In a manner that bears similarity to the state-space refor-

mulation of dynamics, this equation is then rewritten in the
form consisting of a generalized EVP on the left-hand side
and the generalized forcing term on the right-hand side. A
new vector is introduced:

$j%52 i]z$\% ~6!

and multiplied by the matrix@K2#:

@K2#$j%52 i]z@K2#$\%. ~7!

Due to @K2# being nonsingular, the above multiplication in-
curs no loss of information. Combining Eqs.~5! and~7! one
obtains the following governing equation:

@A#$p~z!%2 i@B#]z$p~z!%5$F~z!%, ~8!

with

@A#5F @K2# @0#

@0# v2@M #2@K0#
G , @B#5F @0# @K2#

@K2# @K̂1#
G ,

$p~z!%5 H i@T#]z$h~z!%
@T#$h~z!% J , $F~z!%5 H $0%

2@T#$q~z!%J .

~9!

Both 6N36N matrices are real and symmetric, although not
positive-definite. We take the forcing to be concentrated at
one node,Pf , at z50, and to be in one direction. The vector
$q(z)% is, in indicial notation,

qj~z!5H F0d~z!, if j 5 j Pf

0, if j Þ j Pf

, ~10!

where F0 is the amplitude of forcing andj Pf
is the index

related to the appropriate d.o.f. at the pointPf where the
forcing is applied. Ifi d.o.f. is the index of a particular d.o.f.~1
for u, 2 for v and 3 forw), and the forcing is at a point that
corresponds to nodenf , then the correct forcing index is

FIG. 1. Cylindrical waveguide with constant~arbitrary! cross-section and
harmonic lateral point-force atzi5 i0.
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j Pf
53(nf21)1 i d.o.f.. In case of force being applied over

multiple points,qj (z) would be nonzero for allj ’s corre-
sponding to the nodes where the force is applied.

We solve Eq.~8! by using the spatial Fourier transform
~FT! defined17 as

$ā~k!%5E
2`

1`

$a~z!%eikz dz, ~11!

where$a(z)% is a vector function of positionz andk is the
wavenumber. The spatial FT of Eq.~8! yields the governing
equation in thek domain:

~@A#2k@B# !$ p̄~k!%5@F̄~k!#5$F0%, ~12!

where

$F0% j5H F0 , if j 53N1 j Pf

0, if j Þ3N1 j Pr

. ~13!

The homogeneous part of Eq.~12! is exactly the eigenvalue
problem discussed previously:1–3

@A#$c%5k@B#$c%, ~14!

whose solutions are 6N eigenvalue–eigenvector pairskr and
$c r%, with r 51,...,6N. The symmetry of@A# and@B# allows
the conclusion that the eigenvectors have the desired or-
thogonality:$c r%

T@B#$cs%50, unlesskr5ks . The accuracy
and convergence of our FE solution were proven satisfactory,
but their detailed study4 is outside the scope of this paper.

The solution$ p̄(k)% of Eq. ~12! can be written as an
expansion in terms of eigenvectors:18

$ p̄~k!%5(
r 51

6N
1

kr2k

$c r%
T$F0%

$c r%
T@B#$c r%

$c r%. ~15!

The solution in thez domain is obtained by taking the in-
verse FT:

$p~z!%5
1

2p (
r 51

6N E
2`

1` 1

kr2k

~$c r%
T$F0%!$c r%

$c r%
T@B#$c r%

e2 ikz dk.

~16!

The above integral has simple poleskr ; it was solved with
aid of the Cauchy residue theorem.19 Closing the integration
contour in the lower half-plane~valid for z.0) and taking
residues from all the positive real20 poles, negative imagi-
nary poles and all complex poles with negative imaginary
parts ~a total of 3N poles!, one obtains the solution as the
sum of the residues of these poles. The resulting state-space
vector is

$p~z!%52 i(
r 51

3N
~$c r%

T$F0%!$c r%

$c r%
T@B#$c r%

e2 ikrz, ~17!

where the sum is only over the above-mentioned poles. The
lower half of that vector is the spatial function of the steady-
state response:

~@T#$h~z!%! j5S 2 i(
r 51

3N
~$c r%

T$F0%!$c r%

$c r%
T@B#$c r%

e2 ikrzD
3N1 j

.

~18!

The elements of@T# associated with the lateral displace-
ments are unity, so if interest is confined tou or v, then Eq.
~18! is equal tohj (z) itself. Finally, the lateral response itself
is obtained by substituting the above function into Eq.~3!:

dj~z,t !5S 2 i(
r 51

3N
~$c r%

T$F0%!$c r%

$c r%
T@B#$c r%

eivt2 ikrzD
3N1 j

,

j 51,...,3N. ~19!

These solutions are complex numbers and their real parts are
the corresponding true displacements. Again, the indexr
runs over only the 3N eigenvalueskr that are positive real,
negative imaginary, or complex with negative imaginary
parts.

For the case of constant lateral forcing with amplitude
F051 at Pf , the complex amplitude of the steady-state har-
monic response at a point P is obtained by dropping the time
dependence:

dj P
~z!52 i(

r 51

3N $c r% j Pf
$c r% j P

$c r%
T@B#$c r%

e2 ikrz, ~20!

where$c r% j Pf
and$c r% j P

are thej Pf

th and j Pth components of

eigenvector$c r%.
This form for the response to a concentrated forcing

indicates that the response is a superposition of waves propa-
gating, or evanescing, away from the point of forcing. If the
forcing were distributed over a finite region, the conclusion
is essentially identical; at all pointsz outside this region the
response consists of a sum of waves propagating, or evanesc-
ing, away from the region of forcing. Thus the form of the
response is unaltered, only the coefficients of the factors
e2 ikrz are different. In the case of a rail with many distrib-
uted forces and constraints and supports, the conclusion is
much the same. By representing the effect of such constraints
and supports as additional distributed forcingsq(z), one
finds that the response at any pointz not within any region of
such forcing or support or constraintmust be a superposition
of propagating and evanescing waves. There is one differ-
ence: If such forces lie both to the left and the right of the
point of interest, then the superposition must include waves
which propagate and evanesce in both directions, not just
away from the origin.

For the purpose of illustration but also for convenience
in simulations presented in the following section, the real
~in-phase! and imaginary~out-of-phase! parts of expression
~20! are evaluated for the waveguide with the rail cross-
section and a coarse mesh~42 nodes, 50 elements; see Fig.
2!, for 202 Hz ~or v51271 rad/s), which corresponds to a
frequency well below the first cutoff, and a bending wave-
length of 77 inches. The mesh fineness is of no importance
for the study presented in this paper. The displacement is
calculated at a point P~1.46 in.; 6.21 in.! that coincides with
one of the nodes on the vertical edge of the rail head. The
forcing is taken to be in the lateral direction atPf ~0.37 in.;
2.75 in.! and z50. The real~in-phase! and imaginary~out-
of-phase! parts of the response over 0–100 inches of the
infinite waveguide are shown in Fig. 3.
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The apparent wavelength of the response is of almost the
same magnitude as the wavelength of the lateral bending
mode, showing that the dynamic lateral displacement is
dominated by the contribution of the lateral bending mode,
except near the forcing atz50 where the deviations from
perfect sine and cosine curves indicate small contributions
from the torsional, evanescent lateral bending and other eva-
nescent waves. It is interesting to note that the maximum
displacement of an infinite steel rail to a unit forcing is only
of the order of 1026 inches per pound force.

III. INVERSE PROBLEM

Critical to the development of the rail stress measure-
ment technique is a robust procedure for the extraction of
klat. bend.

21 from the measurements of displacements along the
z-axis of a railroad rail that is vibrated laterally. The extrac-
tion is not a trivial process if only a short range—less than
one wavelength—of rail length is expected to be available
for the analysis.22 Furthermore, there are other modes present

in the rail—vertical bending, torsional, extensional and many
evanescent modes—that distort the distribution of vibration
amplitude. The major steps in the procedure are described
below.

Here we imagine that measurementsd(z) of steady-state
vibration amplitude, have been made, at a fixed point (x,y)
on the cross-section, over a short span inz that is free of
supports, constraints or forcing. As discussed following Eq.
~20!, d(z) is necessarily of the form

d~z!5 (
n51

`

AnUn~x,y;v!e2 iknz, ~21!

consisting of an infinite superposition of rightward and left-
ward propagating and evanescent waves. This is valid, with
constantA’s, over any spanz without loads or constraints.
Thus fasteners and rail ties are irrelevant. HereUn(x,y;v) is
the nth guided mode shape at frequencyv andkn is thenth
wavenumber at frequencyv. The constant coefficientsAn

depend on the forcing and supports and are in general diffi-
cult to predict. The wavenumberskn ~except for the lateral
bending wavenumber! and mode shapesUn are taken to be
well known, as determined by a high precision FEM code.3,4

The lateral bending wavenumber depends to a significant
degree on the unknown contained load, and is therefore
uncertain.21

The inverse problem to be solved consists of the deter-
mination ofklat. bend.~and the coefficientsAn) that best fit Eq.
~21! to the measuredd(z). The difference between the best-
fit klat. bend.and that expected at zero load is the quantitative
indicator of contained load. In practice it suffices to truncate
the infinite sum, and to use approximate, albeit highly accu-
rate, FEM values for theUn andkn . Thus we truncate~20!
and write

d~z!'d~z!5 (
m51

Nr

amym~x,y;v!e2 ikmz, ~22!

where am , ym(x,y;v) and km are analogous toAn ,
Un(x,y;v) and kn ~although obtained using a finite mesh!
and indexm sweeps over the indices of theNr more influ-
ential guided modes. At sufficiently low frequency there are
but 4 propagating waves~real k) in each direction. At az
position sufficiently far removed from the loads or supports
only a small number of the evanescent~imaginary or com-
plex k) terms needs to be included. Because the excitation is
in the lateral direction, one expects the lateral bending mode
to dominate the sum.

The fit procedure involves the minimization of the
mean-square residual (x2) between the measurement and the
sum in Eq.~22! with respect to variations in the wavenumber
klat. bend. ~with all other wavenumbers fixed! and the coeffi-
cientsam . The best-fitklat. bend.is thus obtained. The coeffi-
cients am obtained in the process are unimportant for the
projected application.

Before this procedure is used in practice, a careful scru-
tiny of theklat. bend.extraction procedure must be employed in
order to estimate the conditions that would have to be satis-
fied in practice to provide a desired precision for the best-fit
klat. bend.. The envisioned application has asked forklat. bend.to

FIG. 2. Rail cross-section with the coarsest mesh~42 nodes and 50 ele-
ments!. The origin O, the points P1 and P2 used in the simulated measure-
ment and the point Pf used for the simulated forcing, are indicated. The
y-axis points up from O, thex-axis points towards the right.

FIG. 3. Response of the uniform infinite rail to the unit harmonic point-
force atz50.
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be determined within about 0.25% at 202 Hz, using data over
a range inz less than one wavelength. The following section
describes some of the more important issues of theklat. bend.

extraction procedure.

IV. SIMULATIONS OF EXTRACTION OF LATERAL
BENDING WAVENUMBER

The simulations were inspired by several questions, for-
mulated as follows. What scan length and how many terms
in the truncated series~22! would be sufficient for approxi-
matingd(z), and over what range inz, as it pertains to the
railroad rail? These questions are addressed in Sec. IV A,
which deals with general quality of the fit. How well would
the proposed method be able to discern the small perturba-
tions inklat. bend.due to longitudinal stress in the rail? In Sec.
IV B we show sensitivity estimates obtained by simulations
of distortion of the lateral bending wavenumber. What level
of measurement error~due to noise and drift of electrical
instrumentation, or vertical slant of scan path! would allow
for the prescribed precision in the lateral bending wavenum-
ber? This is addressed in Sec. IV C.

The simulations were completed using the FE solution
for the displacement of point P~1.46 in.; 6.21 in.! on the rail
surface, as shown in Sec. II. From the 6N eigenvalues ob-
tained by solving the EVP atv51271 rad/s , only the eigen-
values with an imaginary part in the range 0 to22.0 in.21 ~a
total of Nr) were used to construct the curves in Fig. 3. This
cutoff was judged satisfactory due to e2 ikmz for the excluded
waves decaying by a factor of at least e2 per inch along thez
axis, thus implying that such waves are negligible at dis-
tances more than couple of inches from the load. For the four
meshes used in the FE study,3,4 the numberNr ranged be-
tween 35 for the coarsest mesh and 39 for the finest. Note
thatNr is just a fraction of 6N d.o.f. The region in immediate
proximity to the source~at z50) was ignored, being heavily
influenced by the neglected evanescent waves. This data set
of complex displacement amplitudes, evaluated at 981 points
zi ( i 521,1001) along thez axis in the scan range ofz
P@2 in.,100 in.# in steps of 0.1 inch, was adopted as the
‘‘measurement’’d(z).

A. General fit quality

How well does the ‘‘measurement’’ described above fit
the following heavily truncated sum of exponentials inkm ,
the wavenumbers obtained by FE:

d̂~zi !5 (
m51

M511

ame2 ikmzi, ~23!

with only 11 out of 6N terms? The 11 retained terms corre-
spond to 4 purely real eigenvalues~the only real solutions for
this frequency considerably below the first cutoff! and 7
complex and imaginary eigenvalues that have the smallest
~by absolute value! imaginary part. The 11 wavenumbers are
listed in Table I. Their mode types were identified by com-
paring with strength-of-materials solutions and by examina-
tion of their mode shapes.

A linear least-squares fitting procedure was used to fit
the ‘‘data’’ into expression~23! by minimizing the regression
function:22

x2~a1 ,...,a11!5 (
i 521

1001

ud~zi !2d̂~zi ,v;a1 ,...,a11!u2,

~24!

whered(z) was taken from the truncated series~20!, ~22!.
Because the quantity in~24! is complex, the coefficientsam

are expected to be complex. The modulus squared is equal to
the product of the expression in brackets and its complex
conjugate. Substituting~23!, results in

x25 (
i 521

1001 Fdidi* 2di (
m51

11

am* eikm* zi2di* (
m51

11

ame2 ikmzi

1S (
m51

11

ame2 ikmzi D S (
m51

11

am* eikm* zi D G , ~25!

with complex conjugates denoted by* and d(zi) by di .
Minimizing with respect to eitheram or am* results in the
same equations, so conjugates are chosen for convenience:

]x2

]ap*
50, p51,...,11. ~26!

The resulting system of 11 simultaneous linear equations:

(
m51

11

am (
i 521

1001

ei~kp* 2km!zi5 (
i 521

1001

d~zi !e
ikp* zi,

;p51,...,11, ~27!

is solved for the coefficientsam and the fit~23! is compared
with the ‘‘measurement.’’ The difference is termed the re-
sidual.

As shown in the plots~Fig. 4!, the real and imaginary
parts of the residual are negligible at a sufficient distance
from the origin ~the location of the forcing!. Similarly, the
residual decays with distance from thez5100 inch end of
the selected region. Both ends of the selected region are as-
sociated with a larger residual than in the interior, but for
different reasons. Atz50 the reason is physical, with forcing
introducing numerous evanescent waves that were not in-
cluded in the truncated sum. Atz5100 in., the high residual
is an artifact of the fit that has to match an infinite sum to a

TABLE I. Wavenumbers of the 11 most influential modes for the rail cross-
section@for 202 Hz ~or v51271 rad/s)#.

k (in.21) Mode type

0.0814369–0.0i Lateral bending~propagating!
0.0498041–0.0i Vertical bending~propagating!
0.0348009–0.0i Torsion
0.0–0.047203i Vertical bending~evanescent!

0.00620008–0.0i Longitudinal
0.0–0.078377i Lateral bending~evanescent!

0.324088–0.46016i Less known evanescent
20.324088– 0.46016i ’’

0.0–0.441982i ’’
0.0–0.217283i ’’
0.0–0.184638i ’’
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finite one, so it is attempting to compensate for the high
residual at thezi50 end by sacrificing some fit quality at the
other end. It may be noted that the residual is of the order of
or less than 10211 in./lbf, and is negligible compared to the
characteristic amplitude of the ‘‘measurement’’~Fig. 3!,
which is of the order 1026 in./lbf. There is apparently no
significant error associated with the truncation~23!, at least
if measurements are confined to distances at least 3 inches
from loads or supports.

B. Sensitivity to distortions of lateral bending
wavenumber

Having proved that the general fit quality is good, one
asks the next question: to how small a change in lateral bend-
ing wavenumber is this method sensitive? To address this,
the wavenumber km for the lowest bending mode,
klat. bend.—the most dominant among the 11 terms—was de-
clared unknown and a new value ofklat. bend.was sought that
would give the best fit to the ‘‘measurement.’’ In the follow-
ing studies, the regionz,3 in. was excluded from the fit.

1. One-point scan

‘‘Guesses’’ for ‘unknown’klat. bend.were obtained by dis-
torting both propagating and evanescentklat. bend.by a vary-
ing amountd, which never exceeded more than a few per-
cent. The wavenumbers used in the fit are herein denoted as
km :

km5H km , if not lateral bending,

km~11d!, if prop. lateral bending,

km~12d!, if even. lateral bending.

~28!

The different signs ofd are consistent with expectations for
the effect of the contained load. The same fitting procedure is
employed as in the previous section and the residual andx2

values are studied for different values of distortiond. For
small distortions, the dependence ofx2 on d is quadratic.
The sharpness of the parabola indicates the fit quality, while
the position of the minimum is the best-fit solution ford. In
this particular study, the minimum is expected to be at ex-
actly d50, and achieved sharply.

Surprisingly, distortingklat. bend. by as much as 1% left
x2 almost unchanged~not shown!. While the curve did
achieve its minimum at the correct value (d50), it lacked
the needed sharp minimum ofx2(d). That means that, in a
real measurement, this procedure would not be able to dis-
cern small changes inklat. bend, thus raising a need for a more
accurate procedure.

2. Two-point scan

A closer scrutiny of the behavior of the fit revealed that
the least-squares algorithm allowed the fit quality to remain
high, even with badly distortedklat. bend., by adjusting the
amplitudesam of the other terms~most notably the longitu-
dinal, torsional and vertical bending waves! to absurdly large
values. It appears that these long-wavelength terms can ad-
just their coefficientsam so as to mimic the shorter-
wavelength lateral bending wave, at least over a short range
in z. This ability of the long-wavelength terms was curtailed
in part by incorporating an additional scan, at a different
point on the rail surface,P2 ~0.34 in.; 3.9 in.!, coinciding
with a mesh node on the upper portion of the rail web. The
expression ‘‘two scan points’’ refers herein to scans along the
z axis at two different positions on the surface of the rail.

The ‘‘fitted’’ displacements for the two scan points,d̂1

and d̂2 , are calculated using Eq.~23!, by reformulating the
coefficientsam as weighted eigenvectors:

am
P15bmcm

P1, am
P25bmcm

P2, ~29!

where cm
P1 and cm

P2 are lateral components of eigenvector
$c r% at pointsP1 andP2 , respectively@a shorthand nomen-
clature for$c r% j P

in Eq. ~20!, for pointsP1 andP2].
In addition, a closer scrutiny of coefficientsam used to

construct the ‘‘measurement:’’

am
P15

cm
P1cm

Pf

cm
T @B#cm

5
cm

P1

Acm
T @B#cm

•

cm
Pf

Acm
T @B#cm

, ~30!

revealed the relative contribution~marked by the curly
bracket! of each of the 11 modes. It was concluded that 6 of
the modes—propagating longitudinal, propagating and eva-
nescent vertical bending and the 3 most evanescent modes—
could be eliminated due to their negligible contribution to the
displacement at that point. The remaining 5 modes are the
propagating and evanescent lateral bending, the torsional and
the two lowest less well known evanescent modes~empha-
sized by bold borders in Table I!. It is perhaps not surprising
that a lateral displacement response to a lateral forcing has
little contribution from the vertical bending modes or longi-
tudinal modes.

The suitably reformulated regression function~24! is

FIG. 4. The real~top! and imaginary~bottom! part of the residual between
the displacement ‘‘measurement’’ and the fit.
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x2~b1 ,...,b5!5 (
i 531

1001

ud1~zi !2d̂1~zi ,v;b1 ,...,b5!u2

1 (
i 531

1001

ud2~zi !2d̂2~zi ,v;b1 ,...,b5!u2.

~31!

The datad(z) is again taken from Eqs.~20!, ~22!. d̂ is taken
from Eqs. ~23!, ~29!, now truncated to 5 terms. The same
minimization procedure is applied, resulting in the following
system of 5 linear equations with respect to 5 unknown co-
efficientsbm :

(
m51

5

bm (
i 531

1001

~cm
P1c

p

P1* 1cm
P2c

p

P2* !ei~kp* 2km!zi

5 (
i 531

1001

@d1~zi !cp

P1* 1d2~zi !cp

P2* #eikp* zi, ;p51,...,5.

~32!

This constrained-fit procedure is found to be satisfactory,
with a sharp minimum ofx2(d), a minimum located at the
correct value (d50), as shown in Figs. 5. The position of
the minimum ofx2(d) represents this method’s guess for the
most likely value ofklat. bend.. The figures illustrate that, as
expected, fit quality deteriorates (x2 increases! when thez
.3 in. fit is used to predict the displacements below 3 in.
@Fig. 5~a!#, and that a sharper minimum is obtained by using
a longer scan range@Fig. 5~b!#. Thex2(d) in both plots was
normalized by the mean square of combined ‘‘measure-
ments’’ d1 and d2 . Thus it represents the number of data
points times the mean square fractional residual. The small
values forx2(d) indicate very good fits.

C. Effects of measurement errors on fit quality

We studied several anticipated sources of measurement
error in order to determine the acceptable precision with
which the displacement should be measured to provide the
desired accuracy ind. All cases were considered with a scan-
ning laser vibrometer in mind, as a displacement measure-
ment device.

1. Random noise

To simulate the effect of measurement noise, a random
number in a certain amplitude range was added to the old
‘‘measured’’ displacement:

d̄~zi !5d~zi !1q~zi !, ~33!

where the clean datad(z) is taken from the FEM solution,
Eqs.~20! and~22!, and the noiseq is uncorrelated. Noise is
quantified as a fraction of rms data:

q~zi !5rms~ udu!•~%rel. noise!

•~random complex #P@21,11#2!, ~34!

with only the last factor depending onz ~a different complex
random number for each data point!. The second factor rep-
resents the dimensionless measure of the noise strength. The
same 2-scan 5-term fitting procedure as in the previous sub-
section was employed, and the reducedx2 was plotted versus
the distortion inklat. bend. for 3 noise levels, with any value
close to 1 representing a reasonable fit. The reducedx2 is in
this case23

x red
2 5

(
i 531

1001 ud̄1~zi !2d̂1~zi !u21ud̄2~zi !2d̂2~zi !u2

s2

2•97125
, ~35!

with d̂1(zi) and d̂2(zi) taken from a 5 term version of the
series~23!. The denominator is simply the number of points
used in the fit~two points P and 971 values ofz) minus the
number of independent fit parameters~the five wave ampli-
tudesb!. The noise variance iss2a5a meani(i uq(zi)u2i). A
linear least-squares fit was employed, as in previous subsec-
tions, to obtain the coefficientsbm . The minima of parabolas
for measurements with noise are expected to be shifted ran-
domly to nonzero values of distortiond, erroneously indicat-
ing the presence of longitudinal stress or other regular source
of distortion of klat. bend.. This study is aimed at estimating
what noise strength can the proposed technique tolerate
while still achieving the desired accuracy ofklat. bend..

The error in guessing theklat. bend.~i.e., the distortiond!
is greater for higher levels of noise. As shown in Fig. 6~a!,
the desirable sharpest curve corresponds to the lowest level

FIG. 5. Inferring the correctklat. bend. (d50) from the
minimum of normalizedx2(d) for a two-point scan:~a!
Effect of proximity to point of loading;~b! effect of
span length.
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of noise. Using a shorter scan (zP@3,50# in., corresponding
to about 2/3 of the bending wavelength! at a noise level of
3%—the worst-case scenario—the curve peaks at around
0.001, i.e., 0.1% distortion@Fig. 6~b!#. That level of distor-
tion and, therefore, the imprecision of retrieval ofd50 is
tolerable, as it is less than the limiting 0.25%. Different sets
of data with independent sources of noise~different seeds for
the random number generator! yield similar values for thed
that minimizesx2, with random signs. These values fluctu-
ated by60.15% as the precise realization of noise varied
~different seed, same@21,11#2 random number range!. For
a longer scan,zP@3,100# in, and the same level of noise,
3%, the fluctuations were only60.06%. For lower levels of
noise, the fluctuations in the best fit forklat. bend.were corre-
spondingly weaker.

The conclusion is that, for practical levels of noise in a
displacement measurement,klat. bend.can be ascertained with
sufficient precision using the above fitting procedure. Con-
sidering that the imprecision of theklat. bend. roughly scales
with q% /ANz and calculating the proportionality coefficient
from the above results for noise of 3%, one can conclude that
this procedure givesklat. bend. to within 1.5q% /ANz for Nz

scan points and aq% level of noise at a fixed scan length,
whereq% is given by ~34! in percent. It is, of course, as-
sumed here that there are no systematic measurement errors
that might distort the fit. In the following subsection we deal
with two characteristic systematic measurement errors that
were identified during preliminary scans completed in the
lab.

2. Vertical slant in scan trajectory

During in situ measurements of dynamic displacement,
it is often more difficult to align the measurement apparatus
than to control the noise levels of electronic instruments used
in signal processing. Considering that the scan length re-
quired by the proposed technique~40 in.! is large in com-

parison with the characteristic length of the rail cross-section
~7.3 in.!, a small slant of the scanning apparatus with respect
to the horizontal plane containing the waveguide axis results
in a scan trajectory that does not follow the same point (x,y)
on the cross-section along the rail, as shown in schematics in
Fig. 7. The total rise at the end of the scan region is denoted
by s. In order to assess the effect of such a slant in scan
trajectory on the best estimate ofklat. bend., a certain slant was
added to the ‘‘measurement’’ from the previous sections, un-
der several assumptions. The lateral displacement due to the
lateral bending mode changes very little along the vertical
axis of the rail,y, and the change of lateral displacement due
to the torsional mode is almost linear iny. Because the lat-
eral component of the response has major contributions from
these two modes, the lateral bending displacement was as-
sumed to vary linearly in they direction. The slope of this
linear dependence was calculated using the lateral displace-
ment values for points P1 and P2 from the previous subsec-
tion. It was also assumed that the same magnitude and char-
acter of misalignment are associated with both scans.

Consider a scan that systematically slants upwards. At
every newz position, the laser is reading a point that is
slightly above the point read at the previousz position. The
slant-affected lateral displacementds of point P1 at anyzi is
taken to be a linear combination of displacements of P1 and
P2 and it is obtained from the schematics in Fig. 8, by evok-
ing Thales’ theorem for the slant-affected displacements:

d1
s~zi !5d1~zi !1

s

Dy12

d1~zend!2d2~zend!

zendd2~zend!
zid2~zi !, ~36!

where zend5100 in. and Dy125yP1
2yP2

. An expression

analogous to Eq.~36! holds for d2
s(zi). The slant-affected

displacements were then considered as the ‘‘measurement’’
that was then used in the 2-point 5-term fit procedure, with a
varied magnitude of total rise~0.04 in., 0.08 in. and 0.24 in.!.
The result was a set ofx2(d) curves that were almost coin-

FIG. 6. Effect of noise in the ‘‘measurement’’ on
x red

2 (d): ~a! Different levels of noise;~b! 3% noise.

FIG. 7. Schematics of slanted scan~lateral view!.
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cidental, with only slightly different values for their
minima—higher minimum for a greater total slant. However,
the best fit value ofd remained practically zero~to within the
roundoff error! in all cases. It is somewhat surprising that a
vertical slant in the scan, of as much as 0.24 in, does not
affectklat. bend.significantly, although it slightly increases the
minimum mean square residual. However, as a recommenda-
tion for the real measurements, the implication that a scan
slant does not affect the accuracy of the stress estimate bodes
well for implementation of the proposed method.

3. Sensitivity calibration drift

Preliminary measurements indicated that instrument
calibration tended to drift slowly with time, in an uncon-
trolled but practically linear fashion~e.g., due to changes in
temperature!. In order to estimate how much such a drift
would affect the best fit value forklat. bend., the ‘‘measure-
ment’’ was distorted by a linearly increasing gain at eachz
position. The drift-affected measurementdd is taken to be

d1
d~zi !5d1~zi !S 11

zi

zmax

D%

100D , ~37!

whereD% is percent total drift. The usual fit procedure was
employed with 0.25, 0.5 and 1% drift. The fit residuals for all
cases are shown in Fig. 9.

The lower fit quality and higher residual are associated
with greater drift, but, unlike the previous case, there is some
change in the best fit value forklat. bend., more noticeable for
greater drift. Althoughd520.03% for a 1% drift is still

within the limits of required accuracy, it indicates that the
distortion due to drift should not be neglected.

In summary, the simulations show that, although all the
sources of measurement error do affect the measured dis-
placement and the fit quality and residuals, only the noise
affects theklat. bend. and, consequently, the accuracy of the
stress estimate, while the slant in scan alignment does not. A
drift in sensitivity of the measurement instruments results in
only a slight effect. The plots of the fit residuals emerged as
a ‘‘forensic’’ tool for recognizing which type of measurement
error occurred, in addition to being useful indicators of the
imprecision of the fit. Although these simulations do not pre-
tend to model thein situ conditions exactly, they serve as
guidelines for implementation of the proposed stress mea-
surement technique.

V. CONCLUSIONS

A formal description for the steady-state harmonic re-
sponse of a forced cylindrical waveguide has been developed
in terms of the eigenvectors and eigen-wavenumbers of a
FEM formulation for the free vibration of a uniform infinite
beam of an arbitrary cross section. It has been illustrated for
the particular case of a lateral point load on a railroad rail at
low frequency. Simulated measurements, from data gener-
ated by these methods, were used to assess the potential for
practical measurements to lend themselves to the inference
of a lateral wavenumber by fitting such measurements to the
specified general form for harmonic responses. Laboratory
measurements in support of this are reported in Ref. 4.

It is noteworthy that the recovery of a lateral bending
wavenumber was as robust as it appears to be, at least for the
two-scan measurement scheme envisioned here, and for the
types of systematic errors considered here. This is especially
remarkable in light of the obvious challenges present in re-
covering the wavenumber from a data record consisting of
only about one wavelength, and contaminated by other
waves as well. That robustness bodes well for the eventual
practical application of these ideas to the assessment of static
contained axial load. Nevertheless, one can imagine a variety
of other systematic errors that could be encountered in prac-
tice for which the tools developed here should be useful, e.g.,
an error in the assumed value for one of the other wavenum-
bers such as the torsional, or one of the mode shapes$c r%, or
a non-negligible contribution from vertical bending waves or
extensional waves. A laboratory implementation is discussed
elsewhere.4
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In near-field acoustic holography, when measurements are made over a limited surface, there has
been recent interest in numerically enlarging the measurement surface tangentially. Current
algorithms use iterative methods to extrapolate the field tangentially outward. An algorithm based
on the method of superposition is applied here which may be used to either extrapolate the field to
enlarge the measurement surface or to interpolate in case there is a ‘‘hole’’ in the measurement
surface where data are not available.@DOI: 10.1121/1.1645609#
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I. INTRODUCTION

In near-field acoustic holography1 or ‘‘patch’’
holography,2–4 where measurements are made over a limited
surface, there has been recent interest in numerically extend-
ing the measurement surface tangentially outward.4–7 Cur-
rent algorithms4–7 use iterative methods to extrapolate the
field. Williamset al.use this iterative procedure when apply-
ing patch holography.4

An algorithm based on the method of superposition8–10

is applied here which approximates the field on and near the
measurement surface by the superposition of fields produced
by a number of sources placed on a surface near the mea-
surement surface. The source strengths are determined by
applying boundary conditions on the measurement surface.
The algorithm may be used to either extrapolate the field to
enlarge the measurement surface or to interpolate in case
there is a ‘‘hole’’ in the measurement surface where data are
not available.

Wu et al. have developed the Helmholtz equation least-
squares method for acoustic holography where they expand
the field in spherical functions.11–13The algorithm used here
uses simple monopole sources placed on a surface and is
thus very easy to implement.

II. METHOD OF SUPERPOSITION

Figure 1 contains the geometry, showing a structure ra-
diating a harmonic field and a measurement surface contain-
ing N measurement locations. Measurement locationj has
coordinatesr j

m . We place a surfaces at a constant distanced
from the measurement surface on the side where the radiat-
ing structure is located. We next state that the acoustic field
on and near the measurement surface may be approximated
by the field produced byN8 sources placed on surfaces.
Sourcej has coordinatesr j

s and source strengthqj . The field
on the measurement surface may be written as

p~r i
m!5(

j 51

N8

Gi j qj , ~1!

whereG is the Green’s function matrix

Gi j 5
eikur i

m
2r j

su

ur i
m2r j

su
; ~2!

k5 v/c is the wave number,c is the speed of sound in the
fluid outside the structure. We may rewrite Eq.~1! in matrix
form

pm5Gq. ~3!

The source strengths are determined by applying boundary
condition on the measurement surface. We invert matrixG
and rewrite Eq.~3! as

q5G21pm. ~4!

If the number of measurement points is not equal to the
number of sources,NÞN8, matrix G will not be square and
if the number of sourcesN8 is large the matrixG will be
ill-conditioned. We thus use the singular value decomposi-
tion method to invert it. We writeG as

G5USV†, ~5!

whereU andV are unitary matrices andS is a real, diagonal
matrix containing positive singular valuess j in order of de-
creasing value. The inverse ofG may be approximated by
the sum

FIG. 1. Geometry.
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Gi j
215(

1

Nt

Viksk
21U jk* , ~6!

where the sum is truncated to keep onlyNt,N terms in
order to remove the very small singular values that produce
large errors in the reconstructed field.

Once the source strengthsqj are determined using Eq.
~4! with the approximation ofG21 above, the field near the
measurement surface may be approximated by

p~r !5(
j 51

N8 eikur2r j
su

ur2r j
su

qj . ~7!

This approach does not use iteration and no zero padding of
the data is necessary since the Green’s function contains el-
ementsGi j where all pointsr i

m lie only on the measurement
surface where data are available.

III. IMPLEMENTATION

The algorithm is applied to numerically generated data.
The structure is a hemispherically end-capped cylindrical
shell having radiusa. Its total length, including end caps, is
7a and its thickness is 0.0074a. The structure contains 85
identical straight frames along its cylindrical region with
equal spacing between them. The frames have length 0.078a
and thickness 0.0065a. We use parameters of nickel for the
shell, where the Young’s modulus is 2.131011 Pascal, the
Poisson’s ratio is 0.3, the density is 8800 kg/m3, and the loss
factor is 0.001. The sound speed in the fluid medium outside
the structure isc51510 m/s. We useSARA-2D ~Ref. 14! to
compute the radiated field, which uses finite and infinite el-
ements to model the structure and the fluid medium.

We place the coordinate origin at the center of the cyl-
inder, as shown in Fig. 1. Using cylindrical coordinates, the

FIG. 2. ~a! The real part of the simulated radiated field on the measurement surface~including noise! for ka54; ~c!, ~e!, and ~g! show the fields on the
measurement surfaces where in green are shown regions where no data are available;~b!, ~d!, ~f!, and~h! show the fields reconstructed from measurements
shown in~a!, ~c!, ~e!, and~g!, respectively.
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driver is located at (a,0,2a/3), as shown. First, the field is
computed forka54 at a 33333 grid of points at a constant
distance ofa/3 away from the surface of the structure, on the
curved surfacer5 4a/3 , p/4<f< 3p/4 ,2a<z<a. To
this numerically computed field, we add random error that
has 10% of the magnitude of the field so that the ratio of the
variance of the error to the variance of the field values is
0.01. The normalized real part of the resultant field is shown
in Fig. 2~a!. We next take the four measurement surfaces
shown in Figs. 2~a!, ~c!, ~e!, and ~g!, where in green are
shown regions where there are no data present. We apply the
method of superposition to reconstruct the field everywhere
on the measurement surface including the missing locations
and show them in Figs. 2~b!, ~d!, ~f!, and ~h!, respectively.
We note that Fig. 2~b! is a reconstruction from a complete
measurement surface, shown in Fig. 2~a!.

When doing the reconstruction, we choose surfaces to

be at a constant distance ofd5a/3 from the measurement
surface, which is approximately one-fifth of the acoustic
wavelength. Although the value ofd is arbitrary, good judg-
ment must be used to choose it. We found a value equal to1

3

to 1
5 the acoustic wavelength to produce reasonable results.

The grid of points on surfaces had identicalz andf coor-
dinates as the measurement points in each case. Thus, we
chose the number of points on surfaces, N8, to equal the
number of measurement points,N, in each case, although
this is not a requirement. Also, our surfaces coincided with
the structure surface, which is again not a requirement. We
found reducing the offset distanced by 20%, thus placings
outside the structure surface, produced similar results. Ifd
becomes too large the Green’s function matrixG will be
more poorly conditioned.

In Eq. ~6!, the sum is truncated to keep onlyNt singular
values. We found for this case that choosingNt that made the

FIG. 3. ~a! The real part of the simulated radiated field on the measurement surface~including noise! for ka58; ~c!, ~e!, and ~g! show the fields on the
measurement surfaces where in green are shown regions where no data are available;~b!, ~d!, ~f!, and~h! show the fields reconstructed from measurements
shown in~a!, ~c!, ~e!, and~g!, respectively.
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ratio of the smallest to the largest singular value,
@s(1)#/@s(Nt)# of order 1025 produced reasonable results.
For the reconstructions shown in Figs. 2~b!, ~d!, and~f!, the
sum was truncated keeping onlyNt5300 singular values.
For the reconstruction shown in Fig. 2~h!, where the mea-
surement surface was smaller,Nt5150 was used. One ap-
proach to choosingNt would be to vary it until the field
reconstructed over the measurement area agrees best with
measurement values.

The reconstructed fields look visually similar to the
original simulation shown on top. We compute the error in
the region where data were missing@shown by green in Figs.
2~c!, ~e!, and ~g!# by comparing the reconstructed value to
the field plus noise value shown in Fig. 2~a!. For the regions
shown in green in Fig. 2~c!, ~e!, and ~g!, the average errors
are 0.17, 0.21, and 0.62, respectively. The numerically simu-
lated field was normalized to have a maximum magnitude of
unity.

We next apply the same procedure to the case where the
frequency is doubled toka58. In this higher-frequency case
a smaller offset distanced5 a/4 was used in the computa-
tions, which is approximately one-third of the acoustic wave-
length.

Figure 3~a! shows radiated field plus noise. The noise
was 10% in amplitude again. Figures 3~c!, ~e!, and~g! show
in green regions where data are missing. To the right of each
is shown the reconstructed field on the entire measurement
surface. In Fig. 3~b! we show the reconstruction from a com-
plete surface. The average reconstruction errors for the re-
gions shown in green in Figs. 3~c!, ~e!, and~g! are 0.34, 0.39,
and 0.67, respectively. The numerically simulated field val-
ues for this case also were normalized to have a maximum
magnitude of unity. The errors are higher for the higher-
frequency case as expected.

For this higher-frequency case, the sum in Eq.~6! was
truncated, keepingNt5250 singular values for the recon-
structions in Fig. 3~b!, ~d!, and~f!. Nt5125 was used for the
reconstruction in Fig. 3~h!.

The reconstruction is reasonable as long as it is applied
to regions near the measurement surface. It degrades in ac-
curacy if applied at points far from the measurement surface
because of the ill-posed nature of the problem. This ill-posed
nature is not necessarily due to the presence of evanescent
waves but because of the finite size of the measurement sur-
face. When using the Helmholtz integral equation, we write
the field at a given point in terms of the field values over a
closed surface. In our case, we have a ‘‘patch’’ for a mea-
surement surface instead of a closed surface which produces
this ill-posed nature. For the lower frequency case,ka54,
reconstructions were made at distances of up to one-eighth of
the acoustic wavelength away from the measurement surface.

In the higher-frequency case,ka58, fields were recon-
structed at distances up to one-fourth of an acoustic wave-
length from the surface, thus producing higher errors.

IV. SUMMARY

The method of superposition may be applied to recon-
struct the acoustic field in regions tangential to the measure-
ment surface located near the measurement surface. The al-
gorithm is very easy to implement either to flat or curved
surfaces. It may be used to extrapolate the field outward to
enlarge the measurement surface or to interpolate if there is a
‘‘hole’’ in the measurement surface where no data are avail-
able.
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Annoyance caused by the sounds of a magnetic levitation train
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In a laboratory study, the annoyance caused by the passby sounds from a magnetic levitation
~maglev! train was investigated. The listeners were presented with various sound fragments. The
task of the listeners was to respond after each presentation to the question: ‘‘How annoying would
you find the sound in the preceding period if you were exposed to it at home on a regular basis?’’
The independent variables were~a! the driving speed of the maglev train~varying from 100 to 400
km/h!, ~b! the outdoor A-weighted sound exposure level~ASEL! of the passbys~varying from 65 to
90 dB!, and~c! the simulated outdoor-to-indoor reduction in sound level~windows open or windows
closed!. As references to the passby sounds from the maglev train~type Transrapid 08!, sounds from
road traffic ~passenger cars and trucks! and more conventional railway~intercity trains! were
included for rating also. Four important results were obtained. Provided that the outdoor ASELs
were the same,~1! the annoyance was independent of the driving speed of the maglev train,~2! the
annoyance caused by the maglev train was considerably higher than that caused by the intercity
train, ~3! the annoyance caused by the maglev train was hardly different from that caused by road
traffic, and~4! the results~1!–~3! held true both for open or closed windows. On the basis of the
present results, it might be expected that the sounds are equally annoying if the ASELs of the
maglev-train passbys are at least 5 dB lower than those of the intercity train passbys. Consequently,
the results of the present experiment do not support application of a railway bonus to the
maglev-train sounds. ©2004 Acoustical Society of America.@DOI: 10.1121/1.1650330#

PACS numbers: 43.50.Ba, 43.50.Lj, 43.50.Qp@DKW# Pages: 1597–1608

I. INTRODUCTION

Magnetic levitation~maglev! trains utilize an advanced
technology in which magnetic forces lift, propel, and guide
the vehicle over a guideway. The technology permits maxi-
mum speeds of up to about 500 km/h, which is almost twice
as high as that of conventional high-speed trains. Because of
its high speed, the maglev train is able to compete with auto
and aviation modes for travel distances between about 75
and 1000 km, and is therefore an interesting travel option for
the 21st century.

Test tracks of the maglev train have been built in Japan,
Germany, and China. In the USA there are currently no mag-
lev systems in operation, although there are several corridors
that have been studied in detail and that are awaiting funding
decision by the Federal Railroad Administration.1 For some
of these projects environmental impact statements are being
prepared.

Similarly, in the interest of improving the infrastructure
of the Northern part of The Netherlands, an intelligent choice
among various alternative measures required detailed knowl-
edge about theannoyancecaused by the passby sounds from
a maglev train. Since at least in Europe, there are at present
no tracks of the maglev train located in or close to residential
areas, a field survey could not be carried out. Consequently,
the research was performed in the laboratory.

Some data on overall loudness~rather than annoyance!
of passby sounds of a maglev train~type Transrapid 07! and
more conventional trains~types EC, IC, ICE, and a freight
train! have been reported by Fastl and Gottschling~1996!

and by Gottschling and Fastl~1997!. In these two related
laboratory studies, the overall~or global! loudness ratings for
the maglev and more conventional train sounds presented at
comparable A-weighted equivalent sound levels were not
significantly different.

In a laboratory study reported by Neugebauer and Ort-
scheid ~1997!, the overall loudness and other subjective
evaluations were determined for passages of a maglev train
and a conventional short-range train. For three relevant fac-
tors ~evaluation, activity, and potency! summarizing the re-
sponses obtained with the method of the semantic differen-
tial, the sounds of the maglev train yielded significantly
higher values than those of the short-range train, indicating
that, overall, the subjects were more negative about the mag-
lev train. Moreover, especially at the higher A-weighted
equivalent sound levels, the sounds from the maglev train
were considerably louder than those of the short-range train.

Results on a semantic study of acoustic and nonacoustic
aspects in the evaluation of maglev and short-range train
passby sounds have also been reported by Quehl~1999!. The
limited number of experimental conditions and imperfections
in a portion of the passby sounds, however, prevented her
from drawing firm conclusions.

In sum, the available data on the subjective evaluation of
maglev-train sounds are limited, and the results are inconsis-
tent: The results described in Fastl and Gottschling~1996!
and in Gottschling and Fastl~1997! suggest that the railway
bonus for conventional trains might also be applied to the
maglev train, whereas the results from Neugebauer anda!Electronic mail: vos@tm.tno.nl
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Ortscheid~1997! might indicate that application of the bonus
to the maglev train is not permitted.

In the present laboratory study, listeners had to rate the
annoyance of various sound fragments. With respect to the
validity of the experimental results obtained in laboratory
studies, our experiences are positive. For example, differ-
ences in annoyance between road-traffic sounds and shooting
sounds produced by small firearms, as found in field surveys,
are obtained in laboratory studies also~Vos, 1995!.

One of the independent variables in the present study
was the driving speed of the maglev train~varying from 100
to 400 km/h!. Since most environmental noise ordinances are
based on sound levels measured outside residences, the sec-
ond independent variable was the outdoor A-weighted sound
exposure level~ASEL! of the passbys~varying from 65 to 90
dB!. The annoyance inside the dwelling furthermore depends
on the attenuation of the facade structure. As a result, the
third independent variable was the simulated outdoor-to-
indoor reduction in sound level~windows open or windows
closed!. As references to the sounds from the maglev train
~type Transrapid 08!, sounds from road traffic~passenger
cars and trucks! and more conventional railway~intercity
trains! were included for rating also.

II. METHODS

A. Sound fragments

The stimuli were sound passages of a maglev train, vari-
ous intercity trains, a high-speed train, and various passenger
cars and trucks. For all passages, free-field digital recordings
were made.

The sounds of the maglev train~type Transrapid 08!
were recorded in Lathen, Germany~de Graaffet al., 2001!.
We selected passages at four driving speeds~100, 200, 325,
and 400 km/h!, each passage being simultaneously recorded
at three distances of 25, 50, and 100 m. From these 12 re-
cordings, 16 different sound fragments were prepared. Each
fragment consisted of one passage with a duration of 15–20
s. Since the total duration of all fragments included in the
present study was fixed at 45 s, the maglev-train passages
were preceded and followed by silent periods of about 12–15
s. A realistic presentation of the fragments requires that,
given a specific distance between the source and the receiver,
the sound level at which a passage is reproduced in the labo-
ratory does not significantly deviate from the level found in
the field. A satisfactory representativeness was obtained by
presenting the passages with driving speeds of 100 and 200
km/h at outdoor ASELs of 65–80 dB, and those with driving
speeds of 325 and 400 km/h at outdoor ASELs of 75–90 dB.

For the passages with driving speeds of 100 and 200
km/h that were presented at the ASELs of 65 and 70 dB, as
well as for the passages with driving speeds of 325 and 400
km/h that were presented at the ASELs of 75 and 80 dB, the
sounds recorded at a distance of 100 m were used. For the
passages with driving speeds of 100 and 200 km/h presented
at an ASEL of 75 dB, and for those with driving speeds of
325 and 400 km/h presented at an ASEL of 85 dB, the re-
cordings at a distance of 50 m were used. For the remaining
passages presented at an ASEL of 80 dB~driving speeds of

100 and 200 km/h! or for those presented at an ASEL of 90
dB ~driving speeds of 325 and 400 km/h!, the sounds re-
corded at a distance of 25 m were used.

The fragments of the intercity trains were based on the
sounds from passenger trains~types ICR/ICM and IRM/DD!
recorded at distances of 35 and 100 m. For the outdoor
ASELs of 75, 80, and 85 dB, the passages of train types
ICR/ICM and IRM/DD recorded at a distance of 100 m were
used. For the sound fragment presented at an outdoor ASEL
of 90 dB, a passage of train type IRM/DD recorded at a
distance of 35 m was used. The driving speed of the various
trains was estimated to range between 120 and 140 km/h.
Again, each fragment consisted of one passage. The duration
of a passage was equal to 25–30 s.

The fragments of the high-speed train~type TGV-
Atlantic! were based on passages recorded at distances of 50
and 200 m. The passage recorded at a distance of 200 m was
presented at ASELs of 75 and 80 dB. The passage recorded
at a distance of 50 m was presented at ASELs of 85 and 90
dB. The driving speed of the train was equal to about 300
km/h.

The fragments of road traffic were based on the sounds
from passenger cars and trucks recorded at distances of
12.5–60 m from a provincial road. The driving speed was
equal to about 80 km/h. Each fragment consisted of partly
overlapping passages of 10–12 different passenger cars and
one truck, with a total duration of 45 s. The maximum
A-weighted levels of the truck passbys were about 10 dB
higher than those of the passenger car passbys~Versfeld and
Vos, 1997, 2002!. The passages recorded at a distance of 60
m were presented at ASELs of 65 and 70 dB. The passages
recorded at a distance of 25 m were presented at ASELs of
75 and 80 dB, and, for the sound fragments presented at an
ASEL of 85 dB, the recordings at a distance of 12.5 m were
used.

The original sound recordings were further processed.
To isolate the sound produced by a specific source from the
background noise, the amplitude of the background noise
was shaped over short time intervals of about 1 s just prior to
the beginning~fade-in! and directly after the end~fade-out!
of the audible source-specific sound. All traffic sounds were
subjected to this way of processing. In some recordings of
the maglev train, highly prominent bird singing was removed
by filtering as much as possible. The passage of the high-
speed train recorded at a distance of 200 m contained non-
specific low-frequency sounds. These sounds were removed
with the help of a high-pass filter.

For each facade attenuation type, the level reduction is
shown in Fig. 1. For the condition which simulated wide-
open windows, an attenuation of 5 dB was assumed for fre-
quencies between 12.5 and 1000 Hz. For higher frequencies
the attenuation was 8 dB at most. With the windows closed,
the facade attenuation increased from 12 dB for the 16- and
31.5-Hz octave bands up to 35 dB for the 8-kHz octave band,
and represented the average of noise attenuations that are
frequently found for Dutch dwellings with the windows
closed~Vos, 2001!.

The sounds were reproduced in a relatively small listen-
ing room ~w313h53.535.933.3 m3!. Specific resonance
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frequencies~such as those around 30 and 60 Hz! of the room,
resulting in changes in the sound spectrum, as well as nonflat
frequency characteristics of the audio equipment, were com-
pensated as much as possible. Finally, for frequencies be-
tween 25 and 8000 Hz, a flat frequency characteristic was
obtained within about 4 dB~standard deviation of the devia-
tions in the various1

3-octave bands equal to 2.6 dB!.
Spectra of the sound fragments were determined with

the help of a Larson-Davis spectrum analyzer~Model 3200!
and a Bru¨el & Kjaer sound level meter~type 2236!, with the
microphone positioned at the ears of the subjects. The sound
spectra are expressed as the linear sound exposure level in

the various1
3-octave bands. The reference sound pressure is

always equal to 20mPa. In the present report, spectra are
shown in the condition which simulated wide-open windows
only.

Figure 2 shows the linear sound exposure level in the
various 1

3-octave bands for the passages of the maglev train.
For each driving speed four spectra are shown, correspond-
ing to outdoor ASELs of 65, 70, 75, or 80 dB for driving
speeds of 100 and 200 km/h, and to outdoor ASELs of 75,
80, 85, or 90 dB for driving speeds of 325 and 400 km/h.
Figure 2~a! shows a characteristic spectral peak around 315
Hz for the driving speed of 100 km/h. For a speed of 200
km/h @Fig. 2~b!#, such a peak is found around 630 Hz. The
spectral peak around 315 Hz for the driving speed of 100
km/h and that around 630 Hz for the driving speed of 200
km/h result from the groove passage frequency of stator
grooves spaced at 0.083 m~de Graaffet al., 2001!. Due to
aerodynamic noise at the speeds of 325@Fig. 2~c!# and 400
km/h @Fig. 2~d!#, the groove passage related frequency com-
ponents do not longer determine the levels in the1

3-octave
bands: Relevant spectral energy is found over a wide range
between 100 and 2000 Hz.

Figure 3 shows the four sound spectra for the intercity
trains. In addition to the smaller spectral peak around 31.5
and 63 Hz, a highly significant peak around 1600 Hz is ob-
tained.

Figure 4 shows that the sounds of the high-speed train
passbys contain very much energy up to frequencies of about
3–4 kHz. For frequencies between 25 and about 160 Hz,

FIG. 1. Frequency-dependent outdoor-to-indoor sound reduction for two
conditions.

FIG. 2. Sound exposure levels in the various
1
3-octave bands for four speeds of the maglev-train passbys, as determined at the ears of the subjects in the

conditions which simulated open windows. For each driving speed, four spectra are shown with overall outdoor ASELs as indicated. Driving speed in km/h:
~a! 100, ~b! 200, ~c! 325, and~d! 400.
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large differences in sound level were obtained between the
passby that was recorded at a distance of 50 m~ASELs of 85
and 90 dB! and the passby that was recorded at a distance of
200 m~ASELs of 75 and 80 dB!. This difference must be the
result of the high-pass filter that was used for ‘‘improving’’
the quality of the passby sound recorded at the larger dis-
tance of 200 m. Apparently, the filtering had also affected the
source-specific spectral content. As a result, the representa-
tiveness of the passby sounds presented at ASELs of 75 and
80 dB must be questioned.

Figure 5 shows three of the five spectra for the frag-
ments with road-traffic sounds. Again, these sounds contain
relatively much energy in a wide frequency range. A signifi-
cant decrease in sound exposure level is found for frequen-
cies higher than about 1600 Hz.

In order to make the acoustic environment more realis-
tic, a soft, spectrally shaped noise was continuously present
throughout the experiment. In the condition which simulated

open windows, the sound resembled traffic sounds as heard
at a relatively great distance from a roadway. This back-
ground noise was presented at an A-weighted equivalent
sound level of 35 dB, measured at the ears of the subjects. In
the condition which simulated closed windows, it was felt
that the background noise should resemble the sounds from
the central heating system or the ventilation system. To
achieve this, the background noise was further subjected to
an overall reduction in sound level and an additional attenu-
ation of the low-frequency components. In the listening
room, this background noise was presented at an A-weighted
equivalent sound level as low as 29 dB.

The spectra of the two background noise types are
shown in Fig. 6. The binaural hearing threshold of otologi-
cally selected young listeners is inserted in the figure to em-
phasize that, in general, the sound components with frequen-
cies lower than 63–100 Hz are no longer audible.

FIG. 3. Sound exposure levels in the various
1
3-octave bands for intercity-

train passbys, as determined at the ears of the subjects in the conditions
which simulated open windows. Four spectra are shown with overall out-
door ASELs as indicated.

FIG. 4. Sound exposure levels in the various
1
3-octave bands for high-speed

train passbys, as determined at the ears of the subjects in the conditions
which simulated open windows. Four spectra are shown with overall out-
door ASELs as indicated.

FIG. 5. Sound exposure levels in the various
1
3-octave bands for road-traffic

sounds, as determined at the ears of the subjects in the conditions which
simulated open windows. Three of the five spectra are shown with overall
outdoor ASELs as indicated.

FIG. 6. Linear weighted equivalent sound level in the various
1
3-octave

bands of the background noise in two conditions, measured at the ears of the
subjects. Inserted is the hearing threshold of young listeners.
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B. Apparatus

The experiment was entirely computer controlled. The
sounds were reproduced in the listening room by means of a
loudspeaker~JBL-4425! hidden behind a curtain. The sub-
jects were sitting behind a table furnished with a monitor and
a keyboard. The distance between the listeners and the loud-
speaker was about 3 m. For frequencies above 100 Hz, the
reverberation time of the sound-insulated room was shorter
than 0.5 s. Hearing thresholds were determined with the help
of a Madsen memory threshold audiometer~MTA 86! with
the function switch in the auto-threshold mode with pulsat-
ing tones.

C. Subjects

Twelve normally hearing subjects~six males and six fe-
males! between 23 and 34 years of age participated in the
experiment. The mean age was equal to 27.2 years; the stan-
dard deviation equaled 4.1 years. Before the experimental
sessions, the hearing thresholds of the subjects were deter-
mined between 250 and 8000 Hz for the left- and right-hand
ears separately. Ten subjects had hearing levels<10 dB, and
two subjects had hearing levels<15 dB in any part of the
audiogram~best ears!. The subjects were paid for their ser-
vices.

D. Procedure

After hearing levels had been determined, the subjects
were seated in the listening room. The subjects were tested
individually. The appropriate background noise~Fig. 6! was
present from the beginning of the sessions. The subjects were
told that they were exposed to conditions in which traffic
sounds~cars and trains passing by! could be heard either for
the entire time period of 45 s, or for a portion of this time
period. The beginning and end of each 45-s condition was
indicated on the monitor of their personal computer. After
each condition the subjects responded to the question ‘‘How
annoying would you find the sound in the preceding period if
you were exposed to it at home on a regular basis?’’ They
were instructed that while rating the sounds, they had to take
into account everything that they heard in the 45-s time pe-
riod. Moreover, they were encouraged to use the whole range
of the rating scale with values from 0~‘‘not annoying at all’’!
to 9 ~‘‘extremely annoying’’!.

Six subjects started with the windows-open conditions,
and the other six started with the windows-closed conditions.
Before these experimental blocks, the subjects received six
representative sound fragments to familiarize them with the
differences among the conditions. Both in the training blocks
and in the experimental blocks, the presentation order of the
sound fragments was randomized. To enhance the reliability
of the results, each condition was presented twice for rating
in separate blocks.

For annoyance scores greater than 4, both in the training
block and in the second experimental block of each facade
attenuation type, the subjects had to respond to five questions
that informed about the causes of the expected annoyance.
The preselected causes included were the perception of
‘‘loudness’’ ~in Dutch: ‘‘luidheid’’ ! and other specific sound

characteristics such as ‘‘heavily pounding’’ or ‘‘banging’’
~the Dutch word ‘‘bonkend’’ was used!, and ‘‘squealing,’’
‘‘shrilly,’’ or ‘‘squeaky’’ ~the Dutch word ‘‘snerpend’’ was
used!. The other causes included were the feeling of ‘‘inse-
curity’’ or ‘‘unsafety’’ ~in Dutch: ‘‘onveiligheid’’! and the
reaction of ‘‘startle’’~in Dutch: ‘‘schrik’’ !. For each of these
five questions, there were five response alternatives: quite
correct, considerably correct, I don’t know, not entirely cor-
rect, or not at all correct. In all conditions, the rating tasks
were self-paced: The subjects were allowed to spend as
much time for responding as they considered necessary.

III. RESULTS

As explained in Sec. I, the annoyance is related to out-
door levels, and the results are presented for the two facade
attenuation types separately. The responses of the subjects
were considered reliable if the correlation coefficients,r,
computed between the first and second ratings for each sub-
ject separately, were higher than 0.5. There was one subject
who in the condition which simulated open windows did not
fulfill this criterion. The data of the subject were replaced by
those of a new subject withr-values that were considerably
higher than the required criterion.

A. Annoyance in the windows-open conditions

The r-values, computed between the first and second
ratings of the 29 sound fragments for each subject separately,
ranged between 0.54 and 0.82 (M50.72, s.d.50.09).
Analyses of variance performed for the annoyance scores
from three subsets of the data that are defined in Sec. III A 1,
showed that the mean scores obtained in the first measure-
ments were not significantly different from those obtained in
the second measurements (p.0.05), and that there were no
significant first and second order interaction effects between
replication and the stimulus variables (p>0.10). In the more
detailed presentation of the results below, it was therefore
decided to average across subjects and replications.

Figure 7 shows the annoyance scores, averaged across

FIG. 7. Mean indoor annoyance ratings in the conditions which simulated
open windows, for the various sound fragments as a function of the outdoor
ASELs.
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subjects and replications, as a function of outdoor ASEL for
each sound source separately. The mean values and the stan-
dard error of the mean are given in Table I.

In addition to main effects of ASEL and sound source,
there was an interaction effect of these two variables. The
statistical significance of these effects was tested in analyses
of variance.

1. Analyses of variance

Data set I. The annoyance ratings for the road-traffic
sounds and the sounds of the maglev train driving by at the
two lower speeds, each presented at ASELs of 65, 70, 75,
and 80 dB, were subjected to an analysis of variance@12
~subjects!33 ~sound type!34 ~sound level!32 ~replication!,
all variables within subjects#. The ratings significantly in-
creased with increasing sound level@F(3,33)582.0, p
,0.000 001]. The relatively small effect of sound type on
the annoyance was just statistically significant@F(2,22)
53.7, p,0.05]. The mean scores suggest that the increase
in the annoyance with sound level was smaller for the mag-
lev train passing by at a velocity of 100 km/h than the in-
crease obtained for the other two sound conditions. The in-
teraction between sound type and sound level, however, was
not significant@F(6.66)51.70,p.0.13].

Data set II. Next, the annoyance ratings for the sounds
of the maglev train passing by at the two higher driving
speeds and the annoyance ratings for the intercity and high-
speed trains, each presented at ASELs of 75, 80, 85, and 90
dB, were subjected to an analysis of variance@12
~subjects!34 ~sound type!34 ~sound level!32 ~replication!,
again with all variables within subjects#. The highly signifi-
cant effect of sound level on the ratings found in the previous
analysis was confirmed@F(3,33)563.0,p,0.000 001]. The
ratings were also significantly affected by sound type
@F(3,33)517.1,p,0.000 01]. This effect can be mainly as-
cribed to the relatively low annoyance ratings obtained for
the intercity trains. The significant interaction between sound
type and sound level@F(9,99)52.38, p,0.02] can be
largely explained by the annoyance caused by the high-speed
train: for lower ASELs of 75 and 80 dB, its annoyance was

in between that of the intercity train and the maglev train,
whereas for the higher ASELs of 85 and 90 dB, the annoy-
ance was no longer different from that caused by the maglev
train. An analysis of variance in which the annoyance ratings
for the high-speed train were excluded, suggested that the
difference in annoyance between the maglev train and the
intercity-train sounds tended to increase with increasing
ASEL @F(6,66)52.15,p,0.06].

Data set III. Inclusion of the annoyance ratings for road
traffic in the analysis for ASELs of 75, 80, and 85 dB did not
yield new information. In fact, of specific interest is the an-
swer to the question whether the increase in the annoyance
caused by the road-traffic sounds with increasing sound level
is significantly less than that of the maglev-train sounds. The
results of a separate analysis on the ratings for just these
conditions showed that this interaction effect was not statis-
tically significant @F(4,44)51.2, p.0.32]. Moreover, this
analysis showed that averaged across the three sound levels,
there was no significant difference among the annoyance
caused by the road-traffic sounds and the sounds of the mag-
lev train passing by at the two different speeds@F(2,22)
52.1, p.0.14].

2. Summary of the main effects

Taking for granted the small and hardly significant dif-
ference in annoyance between~a! the sounds of the maglev
train passing by at the speed of 100 km/h and~b! the sounds
of the maglev train passing by at the speed of 200 km/h and
the sounds of road traffic, three main conclusions may be
drawn. At comparable ASELs~1! the annoyance was practi-
cally independent of the driving speed of the maglev train,
~2! the annoyance caused by the maglev train was not differ-
ent from the annoyance caused by road traffic, but~3! con-
siderably higher than the annoyance caused by the intercity
trains. The limited number of sound recordings of the high-
speed train, together with the poor sound quality of one of
these recordings that negatively affected the realistic charac-
ter of two of the four sound fragments, do not allow us to
draw firm conclusions about the annoyance caused by this
sound source.

TABLE I. Annoyance ratings obtained in the conditions which simulated open windows.M5mean annoyance
ratings,sm5standard error of the mean.

Sound source V (km/h)

Outdoor ASEL~dB!

65 70 75 80 85 90

Maglev 100 M 3.3 4.5 4.7 5.5 ¯ ¯

sm 0.31 0.32 0.29 0.26 ¯ ¯

200 M 3.3 4.7 5.4 6.4 ¯ ¯

sm 0.32 0.29 0.30 0.28 ¯ ¯

325 M ¯ ¯ 5.3 6.3 7.6 8.2
sm ¯ ¯ 0.28 0.30 0.21 0.22

400 M ¯ ¯ 5.3 6.4 7.5 8.3
sm ¯ ¯ 0.27 0.23 0.26 0.20

Intercity 120–140 M ¯ ¯ 4.3 4.9 5.5 6.4
sm ¯ ¯ 0.42 0.33 0.31 0.31

High speed 300 M ¯ ¯ 4.9 5.7 7.3 8.0
sm ¯ ¯ 0.39 0.34 0.27 0.27

Road traffic 80 M 3.3 4.9 5.3 6.0 6.9 ¯

sm 0.32 0.29 0.28 0.26 0.22 ¯
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Figure 8 shows the three dose-response relations. The
relations were obtained by linear fits of the 16 mean ratings
for the maglev train (y529.4710.197LAE, r 50.98), the
five mean ratings for road traffic (y527.1410.166LAE, r
50.98), and the four mean ratings for the intercity trains
(y525.9510.136LAE, r 50.995). The dose-response rela-
tion for the high-speed train~not shown in Fig. 8! is given by
y5211.8510.222LAE (r 50.99).

With road traffic as the reference, Fig. 8 demonstrates
that the bonus for the intercity trains varies from about 5 dB
at LAE575 dB to about 9 dB at LAE590 dB. The difference
in annoyance between the two relevant train types can be
quantified as well: The types are equally annoying if, depen-
dent on sound level, the ASEL of the maglev-train passby-
sound is 5–10 dB lower than that of the intercity-train
passby-sound.

B. Annoyance in the windows-closed conditions

The r-values, computed between the first and second
ratings of the 29 sound fragments for each subject separately,
ranged between 0.57 and 0.88 (M50.74, s.d.50.09).
Analyses of variance performed for the annoyance scores
from three data sets defined in Sec. III B 1 showed that the
mean scores obtained in the first measurements were not sig-
nificantly different from those obtained in the second mea-
surements (p.0.85). In only one of the three subsets, there
were small and hardly interpretable first order interaction ef-
fects between replication and the stimulus variables (p
>0.02). For example, the second ratings for the sounds of
the intercity train and the maglev train (v5400 km/h) were
slightly higher than the first ratings, whereas for the sounds
of the high-speed train and the maglev train (v
5325 km/h), the second ratings were slightly lower than the
first ratings. Second order interaction effects between repli-
cation, sound level, and sound type were not significant (p
>0.14). In the more detailed presentation of the results be-
low, it was therefore decided to average across subjects and
replications.

Figure 9 shows the annoyance scores, averaged across
subjects and replications, as a function of outdoor ASEL for
each sound source separately. The mean values and the stan-
dard error of the mean are given in Table II.

Again, there were main and interaction effects of ASEL
and sound source. The statistical significance of these effects
was tested in analyses of variance.

1. Analyses of variance

Data set I. The annoyance ratings for the road-traffic
sounds and the sounds of the maglev train driving by at the
two lower speeds, each presented at ASELs of 65, 70, 75,
and 80 dB, were subjected to the same analysis of variance
that had been used in Sec. III A 1 for data set I.

The ratings significantly increased with increasing sound
level @F(3,33)588.2, p,0.000 001]. The effect of sound
type on the ratings was not significant@F(2,22)51.1, p
.0.35]. The interaction between sound type and sound level
was statistically significant@F(6.66)53.27,p,0.007]. This
interaction effect is caused by the somewhat erratic relation
between the annoyance ratings and sound level for the road-
traffic sounds presented at ASELs of 70 and 75 dB.~In Sec.
IV A, it will be explained that the unexpectedly high annoy-
ance caused by the road-traffic sounds at LAE570 dB is
probably related to the casual presence of relatively much
low-frequency energy in the truck passby sound.! An analy-
sis of variance in which the annoyance ratings for the road-
traffic sounds were excluded showed that, for the maglev-
train sounds, the increasing difference in annoyance between
the two driving speeds with sound level was not statistically
significant@F(3,33)51.97,p.0.14].

Data set II. Next, the annoyance ratings for the sounds
of the maglev train passing by at the two higher driving
speeds and the annoyance ratings for the intercity and high-
speed trains, each presented at ASELs of 75, 80, 85, and 90
dB, were subjected to an analysis of variance with the design
that has also been used in Sec. III A 1 for data set II. Again,
the annoyance ratings were highly affected by sound level

FIG. 8. Dose-response relations for maglev train, road traffic, and intercity
train, in the conditions which simulated open windows. The solid lines are
linear regression functions.

FIG. 9. Mean indoor annoyance ratings in the conditions which simulated
closed windows, for the various sound fragments as a function of the out-
door ASELs.
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@F(3,33)599.6, p,0.000 001]. The effect of sound type
was highly significant as well @F(3,33)518.3, p
,0.000 008]. This effect can be mainly ascribed to the rela-
tively low annoyance ratings for the intercity trains. The sig-
nificant interaction between sound type and sound level
@F(9,99)53.47, p,0.001] can be explained largely by the
annoyance caused by the sounds from the high-speed train:
for the lower ASELs of 75 and 80 dB, the ratings were still
close to those of the intercity-train sounds, whereas for the
higher ASELs of 85 and 90 dB, the ratings were almost equal
to those for the maglev train.

Data set III. Inclusion of the annoyance ratings for road
traffic in the analysis for ASELs of 75, 80, and 85 dB did not
yield new information. As in Sec. III A 1, of specific interest
is whether the increase in the annoyance caused by the road-
traffic sounds with increasing sound level was significantly
less than that of the maglev-train sounds. The results of a
separate analysis on the ratings for just these conditions
showed that this interaction effect was not statistically sig-
nificant @F(4,44)51.6, p.0.20]. Moreover, this analysis
showed that averaged across the three sound levels, there
was no significant difference among the annoyance caused
by the road-traffic sounds and the sounds of the maglev train
passing by at the two different speeds@F(2,22)52.9,
p.0.08#.

2. Summary of the main effects

Again, three main conclusions may be drawn. At com-
parable outdoor ASELs~1! the annoyance was practically
independent of the driving speed of the maglev train,~2! the
annoyance caused by the maglev train was not different from
the annoyance caused by road traffic, but~3! considerably
higher than the annoyance caused by the intercity trains. Due
to the imperfections noted in Sec. II A, it would be premature
to draw firm conclusions about the annoyance caused by the
high-speed train.

Figure 10 shows the three dose-response relations. The
relations were obtained by linear fits of the 16 mean ratings
for the maglev train (y5212.510.213LAE, r 50.99), the
five mean ratings for road traffic (y5211.910.203LAE, r

50.96), and the four mean ratings for the intercity trains
(y5212.310.194LAE, r 50.995). The dose-response rela-
tion for the high-speed train~not shown in Fig. 10! is given
by y5219.510.294LAE (r 50.99).

With road traffic as the reference, Fig. 10 demonstrates
that the bonus for the intercity trains is equal to about 5 dB.
In contrast with the results obtained in the conditions which
simulated open windows, this bonus is independent of sound
level. The difference in annoyance between the two relevant
train types can be quantified as well: The types are equally
annoying if the ASEL of the maglev-train passby sound is 6
dB lower than that of the intercity train passby sound.

C. Causes of the expected annoyance

As indicated in Sec. II D, the subjects had also been
asked about the causes of their expected annoyance. Recall
that the five questions were asked only~1! in the blocks in
which the sound fragments were rated for the second time,
and~2! if the annoyance score was greater than 4. Collecting

TABLE II. Annoyance ratings obtained in the conditions which simulated closed windows.M5mean annoy-
ance ratings,sm5standard error of the mean.

Sound source V (km/h)

Outdoor ASEL~dB!

65 70 75 80 85 90

Maglev 100 M 1.3 2.4 3.2 4.0 ¯ ¯

sm 0.27 0.29 0.30 0.38 ¯ ¯

200 M 1.2 2.5 3.6 5.0 ¯ ¯

sm 0.23 0.34 0.35 0.30 ¯ ¯

325 M ¯ ¯ 3.8 4.8 5.6 6.8
sm ¯ ¯ 0.27 0.31 0.26 0.26

400 M ¯ ¯ 3.5 4.4 5.4 6.4
sm ¯ ¯ 0.26 0.33 0.34 0.29

Intercity 120–140 M ¯ ¯ 2.4 3.2 4.1 5.3
sm ¯ ¯ 0.31 0.31 0.32 0.34

High speed 300 M ¯ ¯ 2.7 3.6 5.8 6.9
sm ¯ ¯ 0.38 0.30 0.31 0.27

Road traffic 80 M 1.0 3.1 2.8 4.2 5.6 ¯

sm 0.29 0.40 0.36 0.35 0.34 ¯

FIG. 10. Dose-response relations for maglev train, road traffic, and intercity
train, in the conditions which simulated closed windows. The solid lines are
linear regression functions.
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information about causes of the annoyance in conditions in
which the subjects only expected to be a little or moderately
annoyed was considered to be irrelevant.

Overall loudness. For all sound types loudness was se-
lected as a cause of the annoyance. This was most
prominent2 for the sound fragments presented at the higher
sound levels~outdoor LAE>75 dB) in the conditions which
simulated open windows. In the conditions which simulated
closed windows, a majority of the subjects had selected this
cause only for the sound fragments that had been presented
at, say, outdoor LAE>85 dB.

Specific sound characteristics. A heavily pounding
sound as a general cause of the annoyance was frequently
mentioned only for the high-speed train passby sound pre-
sented at the higher sound levels of 85 and 90 dB. This held
true both for the windows-open and for the windows-closed
conditions. The shrilly sound character of a few passages of
the maglev and the high-speed trains as a cause of the an-
noyance was chosen in the conditions which simulated open
windows. In the windows-closed conditions, the shrillness of
the sound was no longer an important cause of the annoy-
ance, which can be understood from the effective facade at-
tenuation of the pertinent high-frequency components.

Feeling of insecurity. In the conditions which simulated
open windows, the majority of the subjects~with n.6) se-
lected insecurity or unsafety as one of the causes of the an-
noyance resulting from the sounds of the maglev train~out-
door LAE>85 dB) passing by at velocities of 325 and 400
km/h. For the same sounds in the conditions which simulated
closed windows, the relevance of the feeling of insecurity
was much lower.

Startle. Independent of the facade attenuation type, the
startle reaction to the sound as a cause of the annoyance was
frequently mentioned in the conditions in which the ASEL of
the sound of the maglev train passing by at a velocity of 325
or 400 km/h was 85 or 90 dB.

IV. DISCUSSION

A. Contribution of CSEL to the prediction of the
annoyance

In studies on the annoyance caused by impulse sounds
produced by small, medium-large, and large firearms~Vos,
2001, 2003!, it was shown that for conditions which simu-
lated closed windows, the predictability of the indoor annoy-
ance from outdoor ASELs was significantly improved by in-
cluding the outdoor C-weighted sound exposure level
~CSEL; LCE) as a second variable. In these studies the dif-
ference between CSEL and ASEL ranged between about 0
and 30 dB.

It is of interest to explore whether for the traffic sounds
investigated in the present study, addition of CSEL would
result in an increase of the predictability of the annoyance as
well. For each sound fragment, the outdoor spectrum was
estimated from the spectrum determined at the ears of the
subjects in the conditions which simulated open windows
~Figs. 2–5!, by adding the corresponding frequency-
dependent facade attenuation~Fig. 1!. These outdoor spectra
allowed the calculation of ASEL and CSEL.

Table III shows the differences between CSEL and
ASEL for all 29 conditions. For the sounds of the maglev
train passing by at speeds of 100, 200, 325, and 400 km/h,
the difference LCE2LAE was independent of ASEL and equal
to about 6, 4, 3, and 3 dB, respectively. For the sounds of the
intercity trains LCE2LAE was equal to about 1 dB. For the
high-speed train, LCE2LAE was equal to 1 dB for the sound
fragments that were presented at ASELs of 75 and 80 dB,
and equal to 7 dB for the other sound fragments. Due to the
selective application of the high-pass filter to the first two
sound fragments, however, the validity of the differences
among these LCE2LAE values must be questioned.

As a result of the small differences between CSEL and
ASEL, as found for the sounds from the maglev and intercity
trains, it is unlikely or even impossible that addition of CSEL
as a second variable would lead to a significant and un-
equivocally interpretable improvement of the annoyance
prediction.3

For the road-traffic sounds the differences LCE2LAE

ranged between 3 and 14 dB~see Table III!. In Sec. II A, it
was explained that the sound fragments presented at ASELs
of 65 and 70 dB, included passby sounds recorded at a dis-
tance of 60 m from the road, and that the sound fragments
presented at ASELs of 75 and 80 dB included passby sounds
recorded at a distance of 25 m. It should be emphasized that
the passby sounds used in the various sound fragments had
not been recorded simultaneously. As a result, in addition to
recording distance~and sound level!, the fragments may also
be different with respect to the individual vehicles passing
by. Moreover, even the fragments presented at ASELs of 65
and 70 dB did not exactly consist of the same components.

Figure 11 shows that as a result of this procedure, the
sound fragment presented at LAE570 dB contains much
more energy in the 63-Hz13-octave band than the sound frag-
ment presented at LAE575 dB. This low-frequency energy
has a considerable effect on CSEL only. The spectral differ-
ence shown in Fig. 11 is caused by inclusion of different
trucks. The overall spectral contents of the various passenger
cars in the two sound fragments were almost equal.

The somewhat erratic relation between the annoyance
ratings and sound level for the road-traffic sounds in the
condition which simulated closed windows~Fig. 9! can in
part be explained by the corresponding LCE2LAE values.
This was confirmed in a multiple linear regression analysis.
By adding LCE2LAE as a second predictor of the mean an-
noyance ratings, the explained variance in the ratings signifi-

TABLE III. Difference between outdoor CSEL and ASEL in decibel, for
various experimental conditions.

Sound source v (km/h)

Outdoor ASEL~dB!

65 70 75 80 85 90

Maglev 100 5.9 5.8 5.8 5.5 ¯ ¯

200 3.9 4.0 4.0 4.2 ¯ ¯

325 ¯ ¯ 3.3 3.3 3.3 3.5
400 ¯ ¯ 3.0 3.1 3.1 3.1

Intercity 120–140 ¯ ¯ 1.3 1.0 0.7 0.0
High speed 300 ¯ ¯ 0.7 0.7 7.1 7.1
Road traffic 80 8.1 13.8 3.3 4.5 3.5 ¯
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cantly (p,0.02) increased from 91.0% to 99.7%. In a simi-
lar regression analysis performed on the ratings obtained in
the conditions which simulated open windows~Fig. 7!, ad-
dition of LCE2LAE as a second variable did not result in a
significant (p.0.19) increase in the predictability of the an-
noyance. This is consistent with the findings reported in Vos
~2001!.

B. Railway bonus

Both in the windows-open and in the windows-closed
conditions, the annoyance caused by the intercity trains was
considerably lower than that caused by road traffic, provided
that the ASELs were the same. Averaged across the two fa-
cade attenuation types, the bonus for the intercity trains was
equal to about 6 dB. Support for a railway bonus has been
found in field surveys conducted more than 20 years ago
~e.g., see Heimerl and Holzmann, 1979; Schu¨mer-Kohrs
et al., 1981; Knall and Schu¨mer, 1983; Fields and Walker,
1982!. From the dose-response relationships for road-traffic
and railway sounds obtained in a recent meta-analysis
~Miedema and Oudshoorn, 2001!, it can be revealed that for
A-weighted day–night levels between 50 and 70 dB, the rail-
way bonus varies between 5 and 8 dB.

Figure 12 shows the railway bonus as a function of the
day–night level of railway sounds for three different annoy-
ance measures given in Miedema and Oudshoorn~2001!.
The lower curve in Fig. 12 was derived from the relation-
ships with the community response expressed as the percent-
age of respondents who were at least a little annoyed~LA !.
The two higher curves in Fig. 12 were derived from the
relations with the response expressed as the percentages of
respondents who were at least moderately~MA ! or at least
highly annoyed~HA!. It can be concluded that the railway
bonus is only slightly affected by the day–night level and the
annoyance measure, and that 6 dB is the typical value.

As a result, the bonus for the intercity trains obtained in
the present experiment corresponds well with the mean bo-
nus found in field surveys for residential areas with moderate

to high exposure levels. It should be emphasized that in con-
trast with the preliminary loudness data reported in Fastl and
Gottschling~1996! and in Gottschling and Fastl~1997!, the
results of the present experiment do not support application
of such a bonus to the maglev-train sounds.

The satisfying correspondence between the railway bo-
nuses obtained in our experiment and in various field surveys
supports the validity of the present laboratory study. One
might argue that the 6-dB bonus is merely the result of spe-
cific features of the experimental method or the sound frag-
ments. One such feature might be the stimulus duration, af-
fecting ASEL of the two sources in a different way.
However, it is unlikely that a change in stimulus duration
would affect the size of the bonus, as can be understood from
the following argument.

For the same density of the road-traffic sounds, a dou-
bling of the stimulus duration results in a 3-dB increase in
ASEL. With still one passage of the intercity train, a dou-
bling of the total stimulus duration~i.e., the relevant rating
period! has no effect on its ASEL. Relative to the condition
with the shorter duration, the annoyance caused by the road-
traffic sounds with the longer stimulus duration may be ex-
pected to remain the same. The annoyance caused by the
railway sound, however, is expected to decrease as a result of
the favorably judged large increase of the time period with-
out noise~Vos, 1992a, b; Vos and Geurtsen, 1992, 1995!. If
this decrease in annoyance is equal to the change in annoy-
ance produced by a 3-dB shift in the sound exposure level of
the intercity train, there will be no change in the previous
railway bonus at all.

Again for the same density of the road-traffic sounds,
halving of the stimulus duration~from 45 to 22.5 s! results in
a 3-dB decrease in ASEL. With still a single passage of the
intercity train, halving of the total stimulus duration has no
effect on its ASEL. Relative to the condition with the longer
duration, the annoyance caused by the road-traffic sounds
may be expected to remain the same. The annoyance caused
by the railway sound, however, is expected to increase as a
result of the lack of the favorably rated quiet period. Once
more, if this increase in annoyance is equal to the change in
annoyance that results from a 3-dB increase in the sound

FIG. 11. Sound exposure levels in the various
1
3-octave bands for road-

traffic sounds, as determined at the ears of the subjects in two conditions
which simulated open windows. The spectra correspond to overall outdoor
ASELs as indicated.

FIG. 12. Railway bonus derived from dose-response relationships reported
in Miedema and Oudshoorn~2001!, as a function of the day–night level of
railway sounds, for three different annoyance measures.
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exposure level of the intercity train, the railway bonus in this
hypothetical stimulus configuration will be equal to the bo-
nus obtained in the present experiment.

C. Issues for future research

In Sec. IV B it was shown that there is sufficient support
for a bonus for the more conventional railway sounds. Al-
though at present there is little direct evidence of the reasons
for this railway bonus~e.g., see Fields and Walker, 1982!, the
more plausible explanations may have to do with the rela-
tively long quiet periods between passbys, as mentioned in
Sec. IV B, and with attitudinal variables such as ‘‘fear’’ and
‘‘importance’’ ~Fields, 1993; Miedema and Vos, 1999!. Both
a low fear level associated with railways~trains do not fall
out of the sky or run into people’s houses! and a strong belief
that the railways are economically or otherwise important for
the local area or some broader community might reduce the
annoyance.

In the present laboratory study, the annoyance caused by
the maglev-train sounds was higher than the annoyance
caused by the sounds from the intercity trains. It might be
hypothesized that this effect is at least in part due to the fact
that our listeners were not familiar4 with the maglev train.
With the passage of time, residents could potentially develop
positive attitudes toward maglev trains, resulting in a de-
crease of the difference in annoyance between the two train
types. For example, information about various measures of
precaution might reduce fear and, subsequently, noise annoy-
ance. For exploring the contribution of the nonacoustic fac-
tors described above,5 the present experiment should be en-
larged, amongst other things by providing information about
the various sound sources and by accompanying the sounds
with realistic images of the passing vehicles and trains.

V. CONCLUSIONS

At equal outdoor A-weighted sound exposure levels,~1!
the annoyance was virtually independent of the speed of the
maglev-train passages,~2! the annoyance caused by the
maglev-train passby sounds was hardly different from the
annoyance caused by the road-traffic sounds, and~3! the an-
noyance caused by the intercity train passages was consider-
ably lower than that caused by the maglev-train and road-
traffic sounds. These results~4! held true both for open and
for closed windows.

Moreover, it was concluded that~5! the sounds might be
expected to be equally annoying if the outdoor sound levels
of the maglev-train passbys are at least 5 dB lower than those
of the intercity train passbys,~6! the differences between the
outdoor C-weighted and A-weighted sound exposure levels
were too small for expecting a significant increase in the
predictability of the annoyance by adding this difference in
sound level as a second variable, and~7! in addition to per-
ceived loudness, startle reactions and feelings of insecurity
might play a role in the annoyance caused by the sounds of
the maglev train.
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4Our subjects were told that they were exposed to sounds of passing cars and
trains. Although they were not explicitly asked to identify the source of the
maglev-train sounds, there is no reason to believe that they would not have
been able to assign the maglev-train sounds to the category of ‘‘railway-
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Measurements and theoretical predictions of auditory target detection in simulated reverberant
conditions are reported. The target signals were pulsed1

3-octave bands of noise and the masker
signal was a continuous wideband noise. Target and masker signals were passed through a software
simulation of a reverberant room with a rigid sphere modeling a listener’s head. The location of the
target was fixed while the location of the masker was varied in the simulated room. Degree of
reverberation was controlled by varying the uniform acoustic absorption of the simulated room’s
surfaces. The resulting target and masker signals were presented to the listeners over headphones in
monaural-left, monaural-right, or binaural listening modes. Changes in detection performance in the
monaural listening modes were largely predictable from the changes in target-to-masker ratio in the
target band, but with a few dB of extra masking in reverberation. Binaural detection performance
was generally well predicted by applying Durlach’s@in Foundations of Modern Auditory Theory
~Academic, New York, 1972!# equalization-cancellation theory to the direct-plus-reverberant ear
signals. Predictions in all cases were based on a statistical description of room acoustics and on
acoustic diffraction by a sphere. The success of these detection models in the present well-controlled
reverberant conditions suggests that they can be used to incorporate listening mode and source
location as factors in speech-intelligibility predictions. ©2004 Acoustical Society of America.
@DOI: 10.1121/1.1650333#

PACS numbers: 43.55.Hy, 43.66.Ba, 43.66.Dc, 43.66.Pn@LRB# Pages: 1609–1620

I. INTRODUCTION

Despite the fact that almost all of our everyday listening
takes place against background noise in acoustically reflec-
tive environments, there have been no systematic published
studies of masked detection in reverberant conditions. Mea-
surements of target detection in reverberation, combined
with other stimulus and listening variables, would provide
interesting tests of the understanding of auditory detection
that has been developed over the years based on studies us-
ing anechoic signals. The angular separation between target
and masker sources, for example, is an important variable for
both monaural and binaural detection~Doll et al., 1992;
Gilkey and Good, 1995; Saberiet al., 1991!, and the acoustic
and psychoacoustic factors underlying the changes in
anechoic detection resulting from angular separation are rea-
sonably well understood~Good et al., 1997!. Our primary
motivation for conducting the present study was to extend
the test of such understanding to well-controlled reverberant
conditions.

Another motivation for the present study stemmed from
the desire to understand and predict speech reception in re-
verberant conditions. In contrast to the scarcity of work on
masking, there have been numerous studies of speech recep-
tion in reverberation. These have led to various methods of
intelligibility prediction such as the useful-to-detrimental ra-
tio ~Lochner and Burger, 1964!, the articulation loss of con-

sonants~Peutz, 1971!, and the speech transmission index
~Houtgast and Steeneken, 1985!. Our goal for the present
study with respect to intelligibility prediction was to develop
a characterization of reverberant target detection that would
allow predictive indices to be extended to include effects of
listening-mode~monaural-left, monaural-right, or binaural!
and source direction, as earlier work did for anechoic condi-
tions ~Zurek, 1993!. We will report on the application of the
present results to intelligibility prediction in a later paper.

Given the lack of prior work on auditory detection in
reverberation, we felt it prudent to begin by foregoing real
reverberant environments in favor of well-controlled and
easily manipulated acoustic simulations of the room and lis-
tener. This choice allowed us to explore a range of acoustic
conditions, including some that are not easily achieved in
real rooms, and to relate masking results carefully to signal
properties that result from room reverberation, source loca-
tion, and acoustic diffraction by a model listener’s head.

II. THEORY

Our goal is to formulate a model that relates masked
target detection to stimulus, listener, and room-acoustics
variables. Because the exact acoustic response at a point in a
room is complex and sensitive, in detail, to the specific
room-source geometry, it is not feasible to consider a model
that takes such a response as its characterization of a room. It
is because of this complexity that acousticians have sought a
statistical characterization of the important properties of
rooms with a few parameters~Beranek, 1954!. In this paper
we use the results from statistical room acoustics~SRA! to

a!Portions of this work were presented at the 141st meeting~June 2001! and
143rd meeting~June 2002! of the Acoustical Society of America.

b!Electronic mail: pat@sens.com

1609J. Acoust. Soc. Am. 115 (4), April 2004 0001-4966/2004/115(4)/1609/12/$20.00 © 2004 Acoustical Society of America



describe reverberation characteristics and to test the applica-
bility of the statistical approach to masked target detection in
a few simulated room/source configurations. Because we use
a controlled simulation, however, we can analyze the actual
stimuli generated by the specific simulated configurations.
This stimulus-based analysis can also provide predictions for
detection in the monaural-left and monaural-right modes.

Several acoustic factors are expected to play major roles
in target detection in reverberation. For monaural detection,
the primary factor is the change in power of either the target
or the masker, or both, that results from changes in source
location, room acoustics, or listening with the left ear versus
the right ear. Based on a long history of psychoacoustic re-
search showing linear increases in signal threshold with
masking noise level~e.g., Hawkins and Stevens, 1950!, we
expect these power changes to affect detection performance
directly. Our preliminary model of detection in the monaural-
left and monaural-right listening modes simply and only re-
flects these changes in target and masker power.

Binaural detection will, of course, also be directly af-
fected by power changes in the targets and maskers at the
ears. In addition, binaural detection will be degraded by the
decreased interaural coherence of the signals caused by re-
verberation. Improvements in detection with changes in the
interaural parameters of target and masker, called binaural
unmasking, have been explored in many detailed psychoa-
coustic studies@see Durlach and Colburn~1978! for a re-
view#. In order to generate initial predictions of binaural de-
tection in reverberation, we apply Durlach’s~1963, 1972!
equalization-cancellation theory of binaural unmasking, a
model that has had very good success in summarizing a wide
variety of data.

A. Predictions for monaural detection based on
statistical room acoustics

We need to describe the signals at the two ears in terms
of room-acoustic parameters, source locations, and head dif-
fraction effects. To that end, first consider one source in a
room with no listener present. The total steady-state acoustic
power received at a pointdT m from the source is the sum of
the direct power and the reverberant power@see, for ex-
ample, Beranek~1954!#,

P$T,D1R,o%5GT~ f !FQT~ f !

4pdT
2

1
4

A~ f !G , ~1!

whereP$•% is the power spectrum of the signal specified by
its arguments~see footnote 1 for explanation of the notation!;
QT( f ) is the directivity factor of the source~calculated with
respect to the direction to the receiving point!; A( f )
5Sa( f )/@12a( f )# is the room constant;S is the surface
area of the room;a( f ) is the average acoustic absorption
coefficient;f is cyclic frequency; andGT( f ) is a factor pro-
portional to source power.~The notation denotes the target
source, but the same expression holds for the masker source,
with ‘‘ M’’ replacing ‘‘T’’ !. The first and second terms in the
brackets on the right-hand side of Eq.~1! give the relative
power levels of the direct sound and the reverberation, re-

spectively. The ratio of these two terms is the direct-to-
reverberant ratio:

rT~ f !5
QTA

16pdT
2

. ~2!

The direct and reverberant components have different spatial
characteristics. The direct component arrives at the receiving
point from only one direction, while reverberation results
from multiple reflections from surfaces in the environment.
Reverberation is therefore assumed to be isotropic.

To find the power levels at a listener’s ears, we must
take account of diffraction of both the direct and reverberant
signal components. If the center-head position is used as the
origin of a spherical coordinate system, then diffraction of
the direct wave reaching earj ( j 51,2) can be described by a
head-related transfer function, defined as

H j~ f ,dT ,uT ,fT!5
FD, j~dT ,uT ,fT!

FD,o~dT!
, ~3!

whereFD, j andFD,o are the Fourier transforms of the signals
received at earj and at the center-head position, respectively,
from an anechoic source at distancedT , azimuthuT , and
elevationfT . Note that the normalization byFD,o in Eq. ~3!
removes the primary effect of distance from the source to the
center-head reference point onH j . The fact that the ears can
be at different distances from the source means thatH j will
still be dependent ondT . Writing Eq. ~3! in terms of target
power spectra gives

uH j ,Tu2P$T,D,o%5P$T,D, j %, ~4!

where H j ( f ,dT ,uT ,fT) is abbreviated toH j ,T . Interaural
differences in the direct target wave are found by taking the
log magnitude and phase of the ratioH1,T /H2,T .

The effect of diffraction on the reverberant sound can be
characterized in a similar way. The diffuse-field diffraction,
C, of the sound reaching earj will be

C~ f !5
P$T,R, j %

P$T,R,o%
, ~5!

the ratio of the power spectrum at earj to the power spec-
trum at the center-head position from a perfectly diffuse
source. We assume, based on the approximately left–right
symmetric positions of the ears on the head, and on the as-
sumed isotropic nature of reverberation, that diffuse-field dif-
fraction is the same for ears 1 and 2.

With the assumption that theD and R components are
statistically independent, the total target power at either ear,
P$T,D1R, j %, can be specified in terms of its direct and
reverberant components,

P$T,D1R, j %5P$T,D, j %1P$T,R, j %, ~6!

which, by inserting Eqs.~3! and ~5!, can be rewritten as

P$T,D1R, j %5P$T,D,o%uH j ,Tu21P$T,R,o%C. ~7!
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By identifying the reference center-head direct and reverber-
ant target powers,P$T,D,o% and P$T,R,o%, with the re-
spective direct and reverberant components in Eq.~1!, we
can rewrite Eq.~7! as

P$T,D1R, j %5GTS QTuH j ,Tu2

4pdT
2

1
4C

A D . ~8!

The counterpart expression for the total masker power at ear
j is

P$M ,D1R, j %5GMS QMuH j ,Mu2

4pdM
2

1
4C

A D . ~9!

The ratio of total target power@Eq. ~8!# to total masker
power@Eq. ~9!# provides the basis for the SRA prediction of
monaural detection performance.

B. Predictions for monaural detection based on
stimulus measurements

Predictions for monaural-left and monaural-right detec-
tion can also be based directly on the target-to-masker ratios
in the stimuli presented to the two ears. Such stimulus-based
predictions~called STIM! are computed directly from the
digital representations of the target and masker signals after
processing through the room/sphere simulation. This simula-
tion is described in detail in Sec. III A.

C. Predictions for binaural detection based on
statistical room acoustics and the EC model

Predictions for the binaural listening mode are made by
applying Durlach’s~1963, 1972! equalization and cancella-
tion ~EC! model to the ear signals described by SRA. These
predictions will be labeled SRA1EC. The EC model was
developed by Durlach to account for the observed improve-
ments in detectability when a binaural target is presented
with interaural parameters that are different from those of the
masker. A schematic diagram of the EC model is shown in
Fig. 1. The inputs to the model are the two ear signals, which
are passed through identical peripheral bandpass filters. Al-
though the model can be expanded to multiple bands, only a
one-band version is considered here. It is assumed that that
band is centered on the target’s center frequency, and that the
power spectra of the target and masker are both flat within
the band. The EC model postulates that the auditory periph-
ery ~prior to binaural interaction! introduces amplitude and
time-delay errors,« j andd j , respectively, in its representa-
tion of the bandpass signals. It is further assumed that: the

amplitude and time errors are independent of one another;
errors are independent between ears; and all errors are inde-
pendent of the stimulus. The time errord j is assumed to be a
normally distributed random variable with mean equal zero
and standard deviationsd ; the amplitude error« j is assumed
to be a random variable~of arbitrary distribution! with a
mean equal zero and a standard deviations« .

Theequalizationpart of the EC model consists of a gain
g and a delayg applied to one of the filtered signals. The
cancellationpart of the model consists of the subtraction of
the equalized narrow-band signals from the two sides. In the
model as implemented here, the values of the equalizing de-
lay and gain are chosen, without constraints, to maximize the
expected target-to-masker ratio after cancellation.

SRA1EC predictions for binaural unmasking are based
on the expected target-to-masker ratio out of the EC device.
With F1( f ) and F2( f ) being the Fourier transforms of the
target signals after bandpass filtering at the two ears, the
output of the cancellation deviceFEC( f ) can be written as

FEC5~11«2!F2e2 i2p f d22g~11«1!F1e2 i2p f ~d11g!.
~10!

The long-term target power out of the EC device is found by
taking the expectation ofuFECu2 over both the random errors
and the random variations in the stimulus which, after some
manipulation, results in

P$T,EC%5~11s«
2!@P$T,2%1g2P$T,1%#

22ge2~2p f sd!2
Re@C$T,132%e2 i2p f g#,

~11!

whereC$T,132% is the cross spectrum between the target
signals at the two ears. A counterpart expression to Eq.~11!
exists for the masker. The target-to-masker ratio out of the
EC device,ZEC( f ), is then the ratio of those two terms:

ZEC5
P$T,EC%

P$M ,EC%
5

k@P$T,2%1g2P$T,1%#22g Re@C$T,132%e2 i2p f g#

k@P$M ,2%1g2P$M ,1%#22g Re@C$M ,132%e2 i2p f g#
, ~12!

FIG. 1. Block diagram of Durlach’s~1972! equalization and cancellation
~EC! model of binaural unmasking.
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wherek5(11s«
2)e(2p f sd)2

is a convenient term incorporat-
ing the variances of both the amplitude and time errors. A
value ofk51 implies error-free processing and~potentially!
the maximal noise reduction possible for the given stimulus
characteristics. Ask increases above unity the subtractive
terms in both the numerator and denominator on the right-
hand side of Eq.~12! have less influence, the main result of
which is reduced cancellation of the masker.

Equation~12! can be restated in terms of the reverberant
ear signals by replacing the power-spectrum terms~e.g.,
P$T, j %) with the total direct1reverberant power spectra
~e.g., P$T,D1R, j %) described in Sec. II A. For the cross-
spectrum terms, the assumed independence of theD and R

components mentioned above allows us to write

C$T,D1R,132%5C$T,D,132%1C$T,R,132%

5H1,TH2,T* P$T,D,o%

1CP$T,R,o%W~ f !, ~13!

where* indicates complex conjugate and where the cross-
spectrum between reverberant ear signals is expressed as the
product of the reverberant power at either ear,CP$T,R,o%,
and the normalized correlation,W( f ), between reverberant
components at the ears. Using Eqs.~8!, ~9!, and~13! in Eq.
~12! we obtain

ZEC5
kGT@~QTuH2,Tu2/4pdT

214C/A!1g2~QTuH1,Tu2/4pdT
214C/A!#22g Re$GT~QTH1,TH2,T* /4pdT

214CW/A!e2 i2p f g%

kGM@~QMuH2,Mu2/4pdM
2 14C/A!1g2~QMuH1,Mu2/4pdM

2 14C/A!#22g Re$GM~QMH1,MH2,M* /4pdM
2 14CW/A!e2 i2p f g%

.

~14!

Factoring out 4/A and using the expression for direct-to-reverberant ratio in Eq.~2! gives

ZEC5
GT@k~rTuH2,Tu21C!1kg2~rTuH1,Tu21C!22g Re$~rTH1,TH2,T* 1CW!e2 i2p f g%#

GM@k~rMuH2,Mu21C!1kg2~rMuH1,Mu21C!22g Re$~rMH1,MH2,M* 1CW!e2 i2p f g%#
. ~15!

To summarize, Eq.~14! or ~15! gives the narrow-band target-
to-masker power ratio at the output of the EC device as a
function of target and masker locations, SRA parameters,
head-diffraction variables, and EC model parameters.
SRA1EC prediction for the improvement in binaural detec-
tion in a test condition relative to a reference condition is
found by taking the ratio of ZEC for the test condition to ZEC

for the reference condition, always using maximizing values
of g and g. Note that Eq.~14! or ~15! can also be used to
generate the same SRA predictions for monaural detection as
described above@the ratio of Eq.~8! to Eq.~9!# by setting the
cross-ear and non-test-ear terms to zero.

D. Fixed functions and parameters

The expressions given above give target-to-masker ra-
tios in terms of general quantities. Some of these quantities
will be experimental parameters of the study described be-
low, while others will be fixed. The study uses a simulation
in which a listener is modeled acoustically as a rigid sphere
with a radius of 0.0875 m, a choice that determines several
of the quantities. In particular, the direct-wave diffraction
functions H j ,T and H j ,M are those described by Morse
~1981!. The effect of a rigid-sphere diffraction in a diffuse
field, C, was described by Waterhouse~1963!; this function
for the sphere used here was calculated from his Eq.~1.2!
and is plotted in Fig. 2. The normalized zero-lag correlation
between reverberant signals at the two ears,W, is a function
similar to those measured and computed by Lindevald and
Benade~1986!. The function used here was found computa-
tionally for the specific placement of ear positions on the
sphere used here. This function is also plotted in Fig. 2.

Other fixed parameters are the source directivities fac-

tors and the EC model error parameters.QT and QM were
both made equal 1 to give omnidirectional simulated sources.
The EC model’s error parameters were chosen to fit the ex-
perimental data described below; the specific parameter val-
ues weres«50.15 andsd585ms.

III. METHODS

Behavioral measurements of target detection thresholds
were made by presenting normal-hearing listeners with tar-
gets and maskers processed through a room/sphere simula-
tion. Experiment 1 was an exploration of target-frequency
effects, comparing detection in an anechoic condition with
detection in one level of reverberation. In experiments 2 and
3, the target center frequency was fixed at 500 Hz and the
degree of acoustic absorption in the room simulation was the
main experimental parameter. In all experiments the target

FIG. 2. The normalized interaural correlation function for reverberant
sound,W ~left axis!, and the diffuse-field diffraction function,C ~right axis!.
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source was located directly ahead of the sphere at a distance
of 1 m in thesimulation, while masker location was varied.

A. Simulations

Simulations were used to generate approximations to the
target and masker signals that would exist at a listener’s ears
in a specified acoustic environment. An image-method simu-
lation of sound transmission in a rectangular room~Allen
and Berkley, 1979; Peterson, 1986; Desloge, 2002! was used
to generate impulse responses from a source at any position
to two sensing points on a rigid sphere modeling a listener’s
head. For all the conditions reported here, the@x,y,z# dimen-
sions of the simulated room were@4.6,6.6,2.6# m ~see Fig. 3!
and the acoustic absorption coefficient,a, which was an ex-
perimental parameter, was uniform and frequency indepen-
dent on the six room surfaces. The radius of the rigid sphere
modeling the head was 8.75 cm and the sensing points mod-
eling the ears were located symmetrically on the left and
right sides of the sphere, 10° to the rear of diametrically
opposed points in the equatorial plane~Duda and Martens,
1998!. The normal bisector of that diameter defines 0°. For
all conditions, the target source was located at 0°, 1 m from
the sphere’s center. The masker source was at one of the
three source positions shown in Fig. 3. The center position of
the sphere~at @2.8,2.5,1.2#! was chosen to be off-center with
respect to all three dimensions of the room, while the 20°
orientation was chosen to make the interaural axis parallel
with the floor and ceiling~the typical orientation with respect
to those surfaces! but not with any of the walls. The simu-
lated target and masker sources had omnidirectional radia-
tion characteristics.

The impulse responses computed from the room simula-
tion incorporated room reflections for 0.5 s following the
initial direct impulse~11 025 points at the 22 050-Hz sam-

pling rate used throughout this study!. Initial observations
indicated that noise processed through such a room simula-
tion possessed an unnaturally regular spectral response,
which was manifested perceptually as a ‘‘mechanical’’ sound
quality. In order to reduce this spectral regularity, a random
time jitter ~uniformly distributed over610%! was intro-
duced to all reflections of order higher than 5. This random
jitter was effective in eliminating the objectionable quality.

A cross-check between room-acoustic theory~SRA! and
the room simulation~STIM! can be made in terms of rever-
berant power levels or, equivalently, in terms of direct-to-
reverberant ratios because the same direct-wave diffraction
function is used in SRA predictions and in the simulation.
Table I gives center-position direct-to-reverberant ratios
measured in the simulation output~STIM! and predicted
~SRA! in the 1

3-octave at 500 Hz for the three source loca-
tions and several of the absorption coefficients used in this
study. SRA predicts a reverberant power level that depends
only on room surface area and absorption and is independent
of position in the room. Predicted SRA direct-to-reverberant
ratios for this no-sphere condition therefore depend on
source distance~by virtue of the effect on direct-wave
power! but not direction. Also given in Table I is the rever-
beration time predicted by SRA, which isT60

50.16V/(Sa), where V is room volume. There will be
variation in the reverberant sound levels measured across
position in a room due to random interference from all con-
tributing reflections. Schroeder~1969! derived the standard
deviations in the decibel level of reverberant power mea-
sured through a band ofB Hz to be s85.57/A11BT60/4.
For B5110 Hz at 500 Hz and the range ofT60 used here,s
ranges from 1 dB~at a50.1! to 2.5 dB ~at a50.7!. The
differences between SRA and STIM reverberant levels do
not exceed this expected degree of variation. Therefore, for
these simulations with no sphere present, SRA provides a
satisfying description of the direct-to-reverberant power ra-
tios measured in the output of the simulation. Further com-
parisons of SRA and STIM with sphere present will be made
below in connection with the detection data.

B. Signals

Listeners were presented with stimuli consisting of a
continuous masker to which pulsed targets were added. The

FIG. 3. Schematic plan diagram of the room and sphere. The height of the
room was 2.6 m. The sphere center and the sound sources were all located
1.2 m above the floor. The sphere, which had a radius of 8.75 cm, is drawn
4.5 times larger than it would be if drawn to scale.

TABLE I. Acoustic parameters resulting from the values of acoustic absorp-
tion a used in the room simulation. Direct-to-reverberant ratios are those at
the center position with sphere absent. SRA-predicted ratios are computed
from Eq. ~2! with QT51.0. STIM ratios were computed from the room-
simulation impulse response~with sphere absent! filtered through the

1
3-

octave at 500 Hz.

a T60 (s)

Direct-to-reverberant ratio~dB! at center position

SRA
(d51 m)

STIM
(d51 m,

u50°!

STIM
(d51 m,
u560°!

SRA
(d54 m!

STIM
(d54 m,

u50°!

0.10 1.063 25.8 25.7 24.5 217.8 217.7
0.15 0.708 23.8 24.8 22.5 215.8 214.8
0.25 0.425 21.0 21.9 0.8 213.0 211.7
0.40 0.266 2.0 1.5 4.0 210.0 28.3
0.70 0.152 7.4 6.9 10.8 24.6 23.2
1.0 0 `
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target to be detected was a 300-ms segment of a1
3-octave

band of noise that was passed through the room/sphere simu-
lation. The masker was continuous broadband noise, also
passed through the room/sphere simulation. Tokens of the
1
3-octave noise targets were generated by creating two inde-
pendent white noises, low-pass filtering them at 0.11553CF
~5center frequency!, multiplying them by quadrature sinuso-
ids at CF, and summing the resultant noises~Davenport and
Root, 1958!. An extended length of this noise was divided
into 20 individual 300-ms samples and a 50-ms linear rise/
fall time was applied to each sample. These noise samples
were then convolved with the simulation impulse responses
for the target position and allowed to decay for as long as
100 ms beyond the 300-ms nominal duration. A linear 50-ms
fall time was applied after 350 ms to insure that all targets
decayed to zero by 400 ms. Thus, total target duration ranged
from 300 ms in anechoic conditions to 400 ms in reverberant
conditions.

Because the target signals were gated before they were
passed through the room/sphere simulation, the reverberant
power in the target signals increased over the duration of the
target. According to SRA, reverberant power builds up~and
decays! with an exponential time constant ofT60/13.8. This
build-up of reverberant power had a small effect on overall
target power for the room parameters used here. The worst
case for the stimuli used here was witha50.1 ~see Table I!,
for which the exponential time constant was 77 ms. For that
case, the predicted reverberant target energy in the final 200
ms before input stimulus termination was only 0.5 dB below
the steady-state level@200 ms was used as a typical estimate
of integration time for detection~Greenet al. 1957!#. Em-
pirical evidence that this difference is negligible is shown
below in comparisons of the SRA predictions with STIM
power levels in the actual stimuli.

The other reasonable option for constructing brief rever-
berant target signals would have been to use tokens of noise
in which reverberation was fully built up. We chose to in-
clude reverberant build-up because it provides a more-
realistic simulation of natural target signals such as speech,
which are composed of short-duration segments with varying
spectral content.

Different sets of targets and maskers were used in three
experiments. Experiment 1 was primarily an exploration of
target-frequency effects comparing detection in an anechoic
condition with detection in one simulated reverberant envi-
ronment, modeled on a classroom at the University of Mas-
sachusetts. In this experiment the masker was generated by
shaping a white noise to produce approximately equal
masker levels at target threshold across frequency for the
baseline reference condition, which was monaural-left listen-
ing with both target and masker at 0°, 1 m in ananechoic
room. The amplitude adjustments within the octave bands
were determined after preliminary threshold measurements
with white noise masking and were applied before process-
ing through the room simulation. The applied gain was218
dB below 125 Hz, 0 dB at 125 Hz,16 dB at 250 and 500
Hz, and 0 dB from 1 kHz through 8 kHz.

In experiments 2 and 3, the target center frequency was
fixed at 500 Hz and acoustic absorption was the main experi-

mental parameter. In these two experiments the masker was
unshaped white noise. In all cases, maskers were generated
by convolving 20 s of noise with simulated room/sphere im-
pulse responses. The approximate middle 18 s of the noise
was presented repeatedly during the experiment to create the
continuous maskers with fully built-up reverberation.

The targets were presented through a D/A converter
~TDT DA3! running at 22.05 kHz, attenuated~TDT PA4!,
mixed with the masker~TDT SM3!, low-pass filtered at 8.5
kHz ~TDT FT6!, routed to a headphone buffer~HB5!, and
presented through in-phase TDH-49 headphones with MX
41/AR cushions. The masker was presented from a Dell
computer integrated sound board and attenuated~TDT PA4!,
before being mixed with the target.

C. Procedure

Targets in the anechoic condition~a51! were presented
at a fixed level of 43 dB SPL~measured with the headphone
on a 6-cc coupler!. This is also the level of the direct com-
ponent of the target in both ears in reverberant conditions.
Identical attenuator settings were used throughout the experi-
ments, so target levels witha,1.0 were higher due to the
addition of reverberant energy. The only exception was in
experiment 3, where a reverberant target was masked by an
anechoic masker and higher-than-usual masker levels were
needed to mask the target. In that case, 5 dB of additional
target attenuation was applied to avoid uncomfortably loud
masker levels.

Masker levels~at the input to the simulation! required to
mask the fixed-level targets were estimated using a 4AFC
adaptive procedure.2 Each trial contained four temporal in-
tervals that were marked by lights, with the target presented
during one randomly chosen interval. The subject pressed a
button corresponding to the interval he/she thought contained
the target. Feedback was presented immediately following
each trial. The level of the continuous masker was adapted
after each trial according to a two-correct-up, one-incorrect-
down stepping rule that estimated the 70.7% correct point on
the psychometric function~Levitt, 1971!, which corresponds
to a d8 of approximately 1.5~Macmillan and Creelman,
1991!. The initial step size was 8 dB and was halved on the
first three reversals of the adaptive track to reach a final step
size of 1 dB. The masker levels presented on the last six of
ten total reversals were averaged to estimate the masker level
required for threshold. If the standard deviation for the six
reversals exceeded 2.5 dB, the run was discarded and re-
peated at a later time.

In experiment 1, three adaptive runs were averaged to
estimate the final threshold. In general, thresholds were
stable across runs. In cases where the across-run standard
deviation exceeded 2.5 dB, additional runs were added until
that criterion was met. In experiments 2 and 3, the procedure
was modified slightly. Thresholds were estimated from the
average of two adaptive tracks unless the across-run standard
deviation exceeded 2.0 dB; additional runs were completed
as necessary to meet this criterion. On four occasions, an
outlier data point was discarded from the threshold compu-
tation in order to make the remaining three or four runs meet
the criterion. Thus, data points presented for all conditions of
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all experiments had across-reversal standard deviations of
less than 2.5 dB within each run and across-run standard
deviations of less than 2.5 dB.

D. Subjects

Five adults with normal hearing confirmed by audiom-
etry participated in the experiments. Individual subjects’ re-
sults are differentiated by different symbols in the data plots.
The subject whose data are plotted as diamonds was a 36-
year-old male; the other four subjects were females aged
22–23 years. Although data from only two subjects were
taken in each experimental condition, their results were con-
sistent enough that we felt that running additional subjects
was not worthwhile.

IV. RESULTS

All thresholds were normalized to a common reference
condition, which was monaural-left listening in an anechoic
environment with target and masker sources co-located at 0°
and 1 m distance. Each subject’s thresholds were normalized
by his or her own reference threshold at each frequency.
Standard deviations across replicated runs, averaged for each
subject over the conditions in an experiment, varied from

0.57 to 1.06 dB. In some cases two threshold measurements
were taken and in other cases three or more. Assuming two
measurements, a conservative estimate of 1 dB for the stan-
dard deviation, and normally distributed error, the 95% con-
fidence interval around the means is61.4 dB.

The data plots for monaural detection in Figs. 4–7 that
will be described contain SRA predictions~solid lines! from
Eqs. ~8! and ~9!, using functions and parameter values as
stated above, as well as STIM predictions3 ~dashed lines!.
The binaural data plots include SRA1EC predictions for
binaural detection using EC error parameters ofs«50.15
and sd585ms, which were chosen by visual inspection of
fits to all the data in Figs. 4–7. These parameter values are
comparable to those used in previous work~Durlach, 1972!.
In all cases, the predictions are based on changes in target-
to-masker ratio in the target band from the reference to the
test condition.

A. Experiment 1

Figure 4 shows threshold masker level as a function of
the center frequency of the1

3-octave-band target for
monaural-left, monaural-right, and binaural listening in a
simulated anechoic environment with target and masker both
at a distance of 1 m and with the target located at 0°. Because

FIG. 4. Relative masker level at threshold for monaural-left, monaural-right, and binaural listening as a function of center frequency of the
1
3-octave-band

target in a simulated anechoic environment. The symbols show measured thresholds for two listeners; the solid lines in the monaural-left and monaural-right
listening conditions show SRA predictions. The solid line in the binaural listening panels gives the SRA1EC predictions. All measurements and predictions
are expressed relative to the thresholds in the condition in panel~a!.

FIG. 5. Relative masker level at threshold for monaural-left, monaural-right, and binaural listening as a function of center frequency of the
1
3-octave-band

target in a simulated reverberant environment. The symbols show measured thresholds for two listeners; the solid and dashed lines in the monaural-left and
monaural-right listening conditions show SRA and STIM predictions, respectively. The solid line in the binaural listening panels give the SRA1EC
predictions. All measurements and predictions are expressed relative to the thresholds in the condition in Fig. 4~a!.
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masker level at threshold is plotted in the figures, larger or-
dinate values signify lower target-to-masker ratios. In this
figure, data for two subjects are shown with target direction
uT50° and with masker directionuM50° or 60°. Panel
~a!—monaural-left listening with co-located target and
masker—represents the reference condition and so the
thresholds are 0 dB by definition. Thresholds for the other
two listening conditions withuM50°, monaural-right and
binaural, are very close to those measured with monaural-left
listening.

The lower panels in Fig. 4 show the changes in threshold
in all three listening modes that result from moving the
masker 60° to the right. For monaural-left listening the
masker is partially shadowed by the sphere, and so detection
is improved. Because the shadowing effect increases with
frequency, the threshold improvement increases with fre-
quency. An acoustic ‘‘illumination’’ effect is seen in

monaural-right listening~panel f! where the right ear re-
ceives an increase in masker level~relative to uM50° in
panel c! as large as 5 dB at high frequencies.

The solid lines in Fig. 4 show the SRA predictions for
monaural listening and the SRA1EC predictions for binaural
listening. Because the same diffraction functions were used
in generating the stimuli and in the SRA predictions, the
STIM predictions for anechoic conditions are identical to the
SRA predictions.

The threshold pattern seen in Fig. 4~e! for binaural lis-
tening presumably reflects both the acoustic effects just men-
tioned as well as psychoacoustic effects of having both ear
signals available simultaneously. The usual interpretations in
detection cases such as this are that thresholds at high fre-
quencies~.1 kHz! are improved primarily by the ability to
monitor the ear with better target-to-masker ratio, while
thresholds at low frequencies~<1 kHz! are improved prima-

FIG. 6. Relative masker level at threshold as a function of absorption coefficienta. The target frequency was fixed at 500 Hz. The symbols show measured
thresholds for two listeners; the solid and dashed lines in the monaural-left and monaural-right listening conditions show SRA and STIM predictions,
respectively. The solid line in the binaural listening panels gives the SRA1EC predictions. All measurements and predictions are expressed relative to the
500-Hz thresholds for anechoic, monaural-left detection.

FIG. 7. Relative masker level at threshold as a function of absorption coefficienta. The target frequency was fixed at 500 Hz. In the upper row the target was
anechoic and the masker’sa was varied. In the lower row the masker was anechoic anda of the target was varied. The symbols show measured thresholds
for two listeners; the solid and dashed lines in the monaural-left and monaural-right listening conditions show SRA and STIM predictions, respectively. The
solid line in the binaural listening panels gives the SRA1EC predictions. All measurements and predictions are expressed relative to the 500-Hz thresholds
for anechoic, monaural-left detection.
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rily through binaural unmasking~Zurek, 1993!. The former
interpretation is easily tested, and confirmed in this case, by
noting that the binaural advantage—the difference between
binaural and monaural-left threshold—plotted in Fig. 4~g! is
approximately zero above 1 kHz. The latter interpretation is
supported by the good fit of the EC model predictions at 1
kHz and below, which result principally from binaural inter-
action. The discrepancy between predictions and data at 250
Hz in Figs. 4~e! and ~g! might be attributable to individual
listener variability, which is substantial in the low-frequency
region for binaural detection tasks@see Fig. 50 of Durlach
and Colburn~1978!#.

Figure 5 shows data parallel to Fig. 4 but in a reverber-
ant environment simulated witha50.14, which results in
T605760 ms andrT5rM524.1 dB ~at 1 m!. The primary
effect of this degree of reverberation is a reduction in the
large changes seen in the anechoic condition from moving
the masker to 60°. For monaural listening, the advantage
from the acoustic shadow in monaural-left listening is nearly
gone, while there is still some degrading effect seen in
monaural-right listening.

Figure 5 also shows some deviations of the monaural
threshold data from the predictions. Specifically, for both
monaural-right listening conditions@panels ~c! and ~f!#,
threshold masker level is slightly larger at 250 Hz and
slightly smaller at 500 Hz than the predictions. In addition,
there is a tendency for monaural-right thresholds withuM

560° @panel~f!# to be lower than the SRA predictions at 500
Hz and above. The STIM predictions, which are 1–2 dB
lower than the SRA predictions at all frequencies, provide a
better fit in that region.

The large binaural advantages seen withuM560° under
anechoic conditions@Fig. 4~e!# are nearly completely re-
moved under this degree of reverberant@Fig. 5~e!#. The only
hint of a binaural advantage in Fig. 5~g! is at 500 Hz, where
it is about 4 dB.

The condition for the top row of panels in Fig. 5 has the
target and masker co-located at 0°, 1 m in a reverberant
room. In the steady state~after reverberation has fully built
up!, there would be no difference between the SRA and
STIM predictions, which would both be 0 dB. The small
differences between the SRA and STIM predictions in panels
~a! and~c! of Fig. 5 show the effect of incomplete build up of
target reverberant power. The predicted value of this differ-
ence is about 0.2 dB fora50.14 used here. Obtained differ-
ences are comparable to that value except at 500 Hz in the
monaural-left condition, where it is about 1.5 dB.

With uM560°, SRA and STIM predictions are also very
close for the monaural-left condition, with a discrepancy at
500 Hz similar to that just described. This difference is not
necessarily solely attributable to build up of target reverbera-
tion in this case because the target and masker are at different
locations, so there could be steady-state SRA-STIM differ-
ences as well as transient differences. A consistent SRA-
STIM difference can be seen across frequency in panel~f!,
suggesting an effect of room/source/sphere geometry that is
not captured by the SRA model supplemented with direct-
wave diffraction.

B. Experiment 2

Figure 6 shows masker-level thresholds measured at 500
Hz only, as a function of the absorption coefficienta. The
target was again located atuT50°, dT51 m while the
masker was either co-located with the target atuT50°, dT

51 m ~top row of panels!; shifted in direction only touT

560°, dT51 m ~middle row!; or moved in distance only to
uT50°, dT54 m ~bottom row!. @In the interests of time,
thresholds for only one of the monaural modes~left! were
measured when sources were symmetrically located with re-
spect to the median plane of the sphere, where differences
between the two monaural modes are expected to be negli-
gible.# Results for the monaural listening conditions~panels
a, d, f, and h of Fig. 6! indicate that increasing reverberation
~decreasinga! leads to a larger degradation in detection than
is predicted by either SRA or STIM. Thresholds ata<0.25
are 2–4 dB worse than predicted by SRA. About 1 or 2 dB
of this discrepancy is accounted for by the STIM prediction,
but there are still differences between STIM and data as large
as 3 dB in some cases.

The results in Fig. 6~b! for binaural listening withuM

50° show no change in threshold relative to the monaural
anechoic reference condition. However, comparison of bin-
aural to monaural-left thresholds in Fig. 6~c! shows a small
binaural advantage of a few dB at smalla’s. Binaural listen-
ing with uM560° in Fig. 6~e! shows a strong dependence on
a. The direction of this dependence is expected from the fact
that the target and masker signals become more spatially
diffuse asa decreases, leading to greater similarity in the
interaural differences of target and masker that are respon-
sible for binaural unmasking. Note again that the measured
binaural advantages shown in panel~g! are clearly larger
than predicted by SRA1EC.

The largest discrepancy between binaural thresholds and
SRA1EC predictions in this study occurs in Fig. 6~e! with
a50.4, where listeners perform about 5 dB better than pre-
dicted. This discrepancy was explored in auxiliary measure-
ments on two additional listeners who gave results that fell
between the solid line and the results of the original listeners.

Panels~h!, ~i!, and ~j! of Fig. 6 show the effect of in-
creasing the sphere-to-masker distance to 4 m while keeping
the directions of both the target and the masker fixed at 0°,
and the distance to the target fixed at 1 m. This change by a
factor of 4 in masker distance is expected from the inverse-
square law to require 12 dB greater masker level for
anechoic listening~a51!. Thresholds in the binaural condi-
tion come close to that prediction while the monaural-left
thresholds are about 2 dB worse than predicted. The reason
for this discrepancy is unknown. Ata51 there is no differ-
ence between the stimuli for this condition and the reference
condition, other than a scaling of the masker. Again, because
monaural-left thresholds are worse than predicted by both
SRA and STIM, the measured binaural advantages plotted in
Fig. 6~j! are larger than predicted.

C. Experiment 3

We next sought to determine whether the effects of re-
verberation on target detection resulted principally from re-
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verberation of the target, the masker, or both, by keeping one
source anechoic and varying the reverberation of the other.
The data in Fig. 7 show target detection for monaural-left
and binaural listening when either the target~upper row! or
the masker~lower row! was anechoic and the other was re-
verberant to varying degrees.@These are not realistic condi-
tions for sources that are at equal distances and that have
equal directivity factors; however, such conditions can be
approximated with one source~the anechoic one! being very
close and/or very directional, and the other source~the one
subject to room reverberation! being more distant and/or less
directional#. In both cases the masker was positioned atuT

560°, dT51 m and the target source, as always, was atuT

50°, dT51 m.
Panels~a! and~b! of Fig. 7 show monaural-left and bin-

aural detection thresholds, respectively, for an anechoic tar-
get as a function of the absorption coefficient used in gener-
ating the masker.

The decline in monaural-left thresholds with decreasing
a is the result of the reverberant power increase in the
masker. Binaural thresholds also reflect this change in
masker power, in addition to a binaural advantage that in-
creases witha. Panel~c! of Fig. 7 plots this binaural advan-
tage, which ranges from 12 dB ata51 to about 2 dB at
a50.1. Koeniget al. ~1977!, using a similar condition of
in-phase~anechoic! target and a masker with very low direct-
to-reverberant ratio, measured a binaural advantage of about
3 dB.

The lower panels in Fig. 7 show the reverse configura-
tion, where the masker is anechoic and the degree of rever-
beration of the target is varied. In this case, it is target power
that increases with decreasinga, so monaural-left thresholds
@Fig. 7~d!# improve roughly in the same pattern that they
declined for the reverse configuration in Fig. 7~a!. Binaural
thresholds again reflect the change in target power with in-
creasing reverberation, along with a binaural advantage@Fig.
7~f!# that is approximately constant at 10 dB as a function of
target reverberation. This result, which may seem surprising
at first glance, is accurately predicted by the SRA1EC
model. Qualitatively, the model predicts a large and constant
binaural advantage in this case because it is the interaural
coherence of the masker that is most important for masker
cancellation and hence binaural unmasking. Because in this
condition the masker is anechoic and perfectly coherent, the
degree to which it can be cancelled is independent of target
reverberation. The small variation in the SRA1EC predic-
tion with targeta results from the change in target power
after cancellation, which changes with degree of target rever-
beration.

V. DISCUSSION

Overall, the results of this study of auditory target de-
tection using well-controlled simulations of reverberant en-
vironments are reasonably well predicted by existing models.
Monaural detection is largely predictable from the changes in
the within-band target-to-masker power ratio caused by a
combination of acoustic diffraction effects and reverberation.
Binaural detection is predicted well by the combined
SRA1EC model, which takes into account the acoustic ef-

fects on the signals reaching the ears and also the ability of
the binaural auditory system to enhance target detection.

A small but clear discrepancy between the detection data
and the theoretical predictions was observed for monaural
detection in the most-reverberant conditions~Fig. 6!. Mon-
aural thresholds for detecting a13-octave target masked by a
broadband noise were 2–3 dB worse in extreme reverbera-
tion than in an anechoic condition. Two possible explana-
tions of this result immediately come to mind. The first is
that monaural detection might rely on cross-frequency com-
parisons of power levels between the target and adjacent
masker bands, and that such comparisons are made less reli-
able by reverberation. The second possible explanation is
that detection might be better for targets that are turned on
more abruptly, in which case the slower rise of reverberant
targets might lead to poorer thresholds. These two hypoth-
eses, which are not mutually exclusive, remain to be tested.

Another noteworthy discrepancy between theory and
data was seen witha50.4 in Fig. 6~e!. In that case the two
listeners’ binaural thresholds were about 5 dB better than
those predicted by the SRA1EC model. Subsequent mea-
surements with two additional listeners also exceeded theo-
retical predictions, but by only 2–3 dB. The masker stimulus
with a50.4 is a mixture of a coherent direct component and
an incoherent reverberant component at a direct-to-
reverberant ratio~at the center-head position! of 2.0 dB. The
EC model’s predicted threshold improvement of about 4 dB
stems from the fact that at this direct-to-reverberant ratio,
approximately 61% of the masker power is coherent. Can-
cellation of that coherent part gives a 4-dB reduction in noise
power. The observation that all four listeners performed bet-
ter than this prediction, some by as much as 5 dB, discloses
a clear shortcoming of the EC model.

Aside from that large discrepancy, all other SRA1EC
predictions for binaural detection are quite accurate, even
those ata<0.25 where predicted monaural thresholds devi-
ate clearly from the data. A possible explanation for the su-
periority of binaural predictions is that different mechanisms
operate in monaural and binaural detection. In the former
case, as mentioned above, detection may involve cross-
frequency comparisons or temporal factors that are not incor-
porated into our SRA and STIM predictions, which are based
only on target-to-masker ratio. Binaural detection, on the
other hand, is based on interaural phase and level differences
within the target band. Target-induced changes in interaural
differences are lessened by reverberation just as they are by
other means of decorrelation. The EC model is therefore as
successful at predicting reverberation effects as it is at pre-
dicting the effects of other forms of decorrelation~Durlach,
1972!.

The greater impact of reverberation on monaural than
binaural detection thresholds results in sizeable binaural ad-
vantages~or monaural disadvantages!. One expects that the
binaural advantage must go to zero as direct-to-reverberant
power ratio approaches zero. However, in the largest degrees
of reverberation used here there is still a clear benefit from
binaural interaction. The binaural advantages in Figs. 6~g!
and ~j! remain a few dB ata<0.25 where center-position
direct-to-reverberant ratios~Table I! are all negative. It is
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possible that such binaural detection advantages underlie the
small binaural advantages in speech intelligibility that have
been measured in strongly reverberant conditions~e.g., Ná-
bělek and Pickett, 1974!.

The comparisons between SRA and STIM levels that
were possible here provided examples of the size of errors
involved in applying SRA to a few specific simulated room/
source configurations. The errors in predicted reverberation
levels were typically less than 2 dB and were always within
the expected degree of variation~Schroeder, 1969!. For most
purposes, the simplification afforded by SRA will be worth
the cost of such small errors.

The current simulation of a reverberant room combined
with a rigid-sphere model of the listener appears to capture
the primary factors affecting both monaural and binaural tar-
get detection in reverberation. There will, of course, be dis-
crepancies between the detailed acoustic response of a sphere
and actual human heads~and bodies!. However, we expect
that such differences will be manifested as simple changes in
target-to-masker ratio and interaural coherence. The simula-
tion of a rectangular room used here is likewise an extreme
simplification of actual listening spaces. But again, we sug-
gest that this simple simulation is adequate to evince the
primary factors underlying auditory target detection in rever-
beration, namely, power changes in the ear signals and de-
creased coherence between them.

In summary, the results of the present study of auditory
target detection in reverberation are reasonably well pre-
dicted by existing models of monaural and binaural detec-
tion. The accuracy of these models is sufficient for our in-
tended application to predicting speech intelligibility.
Accounting for source direction effects will be a generally
useful extension to speech-intelligibility-prediction schemes,
while the ability to predict monaural and binaural listening-
mode effects will be useful in applications to hearing-
impaired listeners, with and without hearing aids.
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1To reduce confusion among the signal quantities dealt with in this paper a
special notation is used. Direct and reverberant components are symbolized
with D andR, respectively; target and masker withT andM, respectively;
the two ears with1 and2; and the center-head reference point witho. For
example, the Fourier transform of the direct signal at ear 2 would beFD,2 .
Power spectra are denoted byP$ % with the signal whose power spectrum is
considered specified in the arguments.P$T,R,o%, for example, is the power
spectrum of the reverberant component of the target at the center-head
reference point. Cross spectra are denoted byC$ % with the cross-spectrum

signal components coupled by an ‘‘3.’’ For example,C$T,D3R, j % is the
cross-spectrum between the direct and reverberant target components at ear
j.

In some cases, signals at the ears or at the output of the EC device are
considered without regard to whether they are direct or reverberant and so
have theD or R variable omitted~e.g.,F1 , FEC etc;P$T,EC% is the power
spectrum of a target in the output of the EC device!.

Because all signals are expressed in the frequency domain, the frequency
variablef will be omitted for them; for clarity, however, it will be shown for
other quantities when they are first introduced but omitted thereafter.

2The target level was held fixed because of the desire to test hearing-
impaired listeners eventually with the same stimuli; comparisons to normal-
hearing listeners are simplified if the target level is the same for both
groups. A concern with an adaptive procedure that controls masker level is
that the listener could intentionally err in order to reduce the overall sound
level. However, we believe that this was not a factor in our experiments
because the sound levels were typically about 65 dB SPL, and never ex-
ceeded 75 dB SPL. We feel that with these stimulus levels it is unlikely that
the listeners were motivated by loudness discomfort to adopt this strategy.

3As mentioned previously, the target stimuli were gated on and off prior to
passage through the simulation and so contain reverberant build up and
decay. To estimate target power levels we slid a 200-ms analysis window
across each target signal and took the maximum level out of that sliding
window as the power level.
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Time-reversal processing for an acoustic communications
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Time-reversal~T/R! communications is a new application area motivated by the recent advances in
T/R theory. Although perceived by many in signal processing as simply an application of
matched-filter theory, a T/R receiver offers an interesting solution to the communications problem
for a reverberant channel. In this paper, the performance of various realizations of the T/R receiver
for an acoustic communications experiment in air is described along with its associated processing.
The experiment is developed to evaluate the performance of point-to-point T/R receivers designed
to extract a transmitted information sequence propagating in a highly reverberant environment. It is
demonstrated that T/R receivers are capable of extracting the transmitted coded sequence from noisy
microphone sensor measurements with zero-symbol error. The processing required to validate these
experimental results is discussed. These results are also compared with those produced by an
equivalent linear equalizer or inverse filter, which provides the optimal solution when it incorporates
all of the reverberations. ©2004 Acoustical Society of America.@DOI: 10.1121/1.1646397#

PACS numbers: 43.60.Dh, 43.28.We, 43.28.Tc@JCB# Pages: 1621–1631

I. INTRODUCTION

In communicating critical information over noisy chan-
nels in hostile environments whether they are in a chaotic
battlefield, or in an urban environment, or in emergencies
evolving from natural disasters like earthquakes, tornadoes
or floods, or on the floor of a securities exchange, or even in
the clandestine operations of national security—the informa-
tion sequence must be reliably received and extracted or se-
rious consequences could result. A typical communications
problem and system is shown in Figs. 1~a! and 1~b!, where
we see the host station communicating through a medium to
its client stations as well as a potential receiver realization.
Here the transmitted information code is subjected to a vari-
ety of noise and signal distortions, corrupting the fidelity of
the information being transmitted, and reducing the effective
capacity of the channel.

Significant effort is continually directed toward re-
searching new techniques for correcting or negating the ef-
fects of these disturbances. Time reversal~T/R! is thought to
be a known methodology in the communications area, and,
unfortunately, it is merely considered by many as just a
method to implement the well-known matched filter.1,2 How-
ever, its introduction from the theoretical acoustics viewpoint
~see Refs. 3 and 4 and all the references therein! has demon-
strated that T/R can provide enhanced signal levels in a re-
verberant environment especially when implemented with an
array of transceivers.

The ever-increasing demand for greater channel capacity
continually necessitates better solutions for channel equaliza-
tion. Equalization is defined as the removal of channel dis-
tortion to extract the transmitted information. The current
state of the art in channel equalization either requiresa priori

knowledge of the channel or the use of a known training
sequence and adaptive filtering.5,6 Most current solutions to
the equalization problem require a detailed channel model
that typically does not include a multipath. If the assumed
model within the processor does not at least capture the
dominant characteristics of the channel, then the received
information is still highly distorted and possibly useless. De-
velopments in T/R signal processing indicate that the poten-
tial for compensating the transmission channel while mitigat-
ing the need for detaileda priori knowledge of the channel
characteristics is possible.7–20 The T/R receiver does not re-
quire an explicit model for its realizations. It implicitly com-
pensates for multipath distortion by using the equivalent of
an imbedded phase conjugation technique for the equaliza-
tion. This is the primary theoretical property of T/R that can
be exploited for the point-to-point communications problem.
A successful development of a T/R receiver can increase
channel bandwidth, thereby enabling the proportional in-
crease in the volume of information.

From a signal processing perspective, T/R processing
appears to be an application ofmatched filteringin which the
output signal-to-noise ratio~SNR! is maximized. This T/R
replicant is then cross-correlated with the received signal to
produce the optimal filtered output.1,2 However, it becomes
more complicated in the spatiotemporal case in which the
optimal matched filter must not only match the transmitted
temporal function, but also the corresponding spatiotemporal
channel medium impulse response orGreen’s function. Con-
temporary research in spatial division multiple access
~SDMA! depends on the spatiotemporal Green’s function.
Consequently, T/R becomes the optimal implementation for
SDMA.21,22 It has been shown that time-reversal techniques
are applicable to spatiotemporal phenomena that satisfy a
wave-type equation possessing the time reversal invariance
property.3,4 Time reversal is the dynamicbroadbandanaloga!Electronic mail: candy1@llnl.gov

1621J. Acoust. Soc. Am. 115 (4), April 2004 0001-4966/2004/115(4)/1621/11/$20.00 © 2004 Acoustical Society of America



of the well-known phase conjugate mirror~optics! used to
focus narrowbandmonochromatic waves. It represents the
‘‘optimal’’ spatiotemporal matched filter in the sense of
maximizing the output SNR. It is essentially a technique that
can be used to ‘‘remove’’ the aberrations created by an inho-
mogeneous or random channel. In communications, it is an
open question of whether or not a T/R receiver can overcome
the inherent uncertainty created by the medium providing the
enhancement required to extract the transmitted information
sequence. Although the array aspects of T/R are ignored in
this paper by considering only point-to-point communica-
tions, it is clear that the future of wireless transceivers will
incorporate small sensor arrays to take advantage of spatial
diversity enabling the T/R approach to provide a potential
solution.21,22

Perhaps the initial idea of T/R communications evolved
from the seminal work of Parvulescu7 ~in 1967 and published
in 1995 due to security issues!. Here the underlying Green’s
function of the ocean is first estimated using a pilot or probe
pulse, time reversed and retransmitted through the medium
to focus and achieve a high SNR gain. The realization of this
receiver is captured by that ofT/R Receiver Idescribed in the
next section. Following this inaugural work, Jackson8 devel-
oped the formal theory of T/R~phase conjugation! in under-
water acoustics~again T/R Receiver I!, while the work of
Dowling9 was aimed at developing receivers capable of com-
pressing coded acoustic pulses in a fading multipath channel.
Here the receiver realization is equivalent to post-processing
the received data with the estimated Green’s function~T/R
Receiver III!. Model-based methods developed by
Hermand10 and Brienzo11 followed by eliminating the pilot
and using modeled Green’s functions~T/R Receiver III!.
Subsequent experiments to demonstrate the performance of
T/R in the ocean channel followed with the work of
Kuperman12 ~T/R Receiver I!, Hermand13 ~T/R Receiver III!,
Hodgkiss14 and Edelmann15 ~T/R Receiver I!. Recently
Rouseff16 proposed a passive T/R approach in underwater
acoustic communications using a realization equivalent to

T/R Receiver IV. In a recent focusing study Yon17 imple-
mented theT/R Receiver Ifor acoustics in a room. Nonco-
herent communications studied by Smith,18 Heinemann19 in
underwater acoustics using a T/R receiver realization~T/R
Receiver I! demonstrates the effectiveness of T/R communi-
cations in a slowly~temporal! changing environment. In the
ultrasonic regime Derode20 discusses the communications
problem in terms of focusing and transmitting codes to re-
ceivers~T/R Receiver I!. The work we present in this paper
unifies these designs and introduces another possible realiza-
tion, T/R Receiver II. The feasibility and performance of
these various T/R receiver realizations in a noisy, highly re-
verberant environment is investigated and compared to an
optimal equalizer in this paper.

First the realizations of various T/R receivers are dis-
cussed and applied to noisy microphone measurements in a
highly reverberant environment. The development of various
processing techniques using T/R receivers to extract the
transmitted information sequence and evaluate the perfor-
mance on real data is discussed and compared to the perfor-
mance of an equivalent linear equalization receiver. In Sec.
II, the underlying T/R theory relative to the communications
problem is briefly discussed along with a brief development
of T/R receivers, the optimal linear equalizer and other es-
sential components of an acoustics communications system.
The development of an experiment to assess the feasibility
and performance of the T/R receivers is described in Sec. III
along with the associated signal processing. The receiver per-
formance on the raw measurement data to extract the infor-
mation sequence is discussed in Sec. IV as well as the un-
derlying processing. Finally, we summarize these results and
discuss future efforts.

II. TÕR COMMUNICATIONS

In this section we develop a suite of ‘‘point-to-point’’
time-reversal receivers to recover a transmitted information
sequence or code from a set of receiver measurements in a
highly reverberant, temporally stationary environment. Here
the emphasis is on the processing provided by the various
realizations to extract the information signal and characterize
their performance. It should also be noted that no attempt is
made to optimize the receiver and configure it in a ‘‘real-
time’’ operational mode. Rather, the experiment is performed
to demonstrate the feasibility of using ‘‘time reversal’’ to
extract the information sequence.

A. Time-reversal background

The detection of a transmitted information sequence can
be transformed to the problem of maximizing the output
signal-to-noise ratio, SNRout, at the receiver of a communi-
cations system. The underlying system model for the com-
munications problem is given by

z~ t !5sout~ t !1nout~ t !5g~r ;t !* @s~ t !1n~ t !#, ~1!

for z(t), the noisy measurement,sout(t), the output signal
consisting of the convolution ofs(t), the transmitted signal
~information! and g(r ;t), the spatiotemporal channel re-
sponse. The output noise,nout(t), is also the convolution
with the input noise,n(t), an additive random~white! zero

FIG. 1. Typical communications channel with transmitter/receivers.~a!
Physical environment.~b! Communications system with receiver/equalizer.
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mean, noise of variance,sn
2. The matched-filter problem

based on the model of Eq.~1! is given a ‘‘known’’ signal,
s(t), in additive white noise,find the filter response,f (t),
that maximizes the SNRout, defined by

max
f

SNRout[
jsout

E$nout
2 ~ t !%

5
u f ~ t !* s~ t !u2

snout

2 , ~2!

for jsout
defined as the output signal energy. The solution to

this problem is classical and reduces to applying the
Schwartz inequality1,2 to the numerator, that is,

u f ~ t !* s~ t !u2<j f3js , ~3!

for j " the energy off (t) and s(t). When f (t) is related to
s(t) by a constant, say unity, then this relation is satisfied
with equality at some timeT,

f ~ t !5s~T2t !, ~4!

the reversed, shifted signal or replicant. The matched-
filtering operation,m f(t), is then

m f~ t !5E$ f ~ t !* z~ t !%5E$s~T2t !* z~ t !%5Csz~T2t !,
~5!

whereCsz is the cross-correlation function of the known sig-
nal, s(t), and the measurement,z(t).

For time reversal, the matched-filter problem is identical
to that posed above with a ‘‘known’’ Green’s function of the
medium replacing the known signal.3,4,7 The Green’s func-
tion, g(r ,r0 ;t), is the result of a point-to-point communica-
tions link between ahost station ~source! at r0 to a client
station ~receiver! at r . In the T/R case, the matched-filter
solution is again found by maximizing, SNRout, leading to
the modified numerator,

u f ~ t !* g~r ,r0 ;t !u2<j f3jg , ~6!

that is satisfied with equality at some timeT, if

f ~ t !5g~r ,r0 ;T2t !. ~7!

Thus, for T/R, the optimal matched-filter solution is the
time-reversed Green’s function from the host station-to-
client station~source-to-receiver! or vice versa. Comparing
these results with the usual matched-filter solution above, the
Green’s function of the channel is reversed rather than the
transmitted replicant signal. Note that since T/R theory re-
quires reciprocity,3,4 the result of Eq.~6! is valid for both
transmission and reception, that is, g(r ,r0 ;T
2t)↔g(r0 ,r ;T2t). Note also that if an array is included to
sample the spatial field or transmit a wave, then these results
include the focus at client station~receiver! position,r , yield-
ing the optimal, spatiotemporal matched-filter solution,2

g(r l ,r0 ;T2t) at sensor position,r l .

B. Time-reversal receivers

In this section, a set of realizations of the T/R receiver is
developed that can be implemented to solve the point-to-
point communications problem. The T/R operation can be
performed either ontransmissionor reception using the

channel Green’s function or a known pilot signal leading to
four potential realizations. These realizations are shown in
Figs. 2 and 3.

First, we define the following measurements: thepilot
and theinformation to proceed with our development. The
pilot measurementis defined as

zp~ t ![g~r ;t !* p~ t !, ~pilot measurement!, ~8!

wherezp is the pilot measurement, which can also be con-
taminated with additive noise;g is the spatiotemporal
Green’s function of the channel; andp is the known, trans-
mitted pilot signal. The purpose of the pilot in this case, as
well as that of equalization,1,2 is to estimate the Green’s

FIG. 2. T/R transmission-based receivers:~a! T/R receiver I: estimated
Green’s function and reversal ontransmission. ~b! T/R receiver II: pilot
measurement and reversal ontransmission.

FIG. 3. T/R reception-based receivers:~a! T/R receiver III: estimated
Green’s function and reversal onreception. ~b! T/R receiver IV; pilot mea-
surement and reversal onreception.
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function,ĝ(r ;t), which is used in the final receiver design to
mitigate the distortion effects created by the channel medium
and unknown transfer characteristics of the measurement
system. The pilot is not only used to estimate the Green’s
function, but also to implement the receiver by convolution
@see Fig. 2~b!# on reception, as discussed below.
The information measurementis defined by

zi~ t ![g~r ;t !* i ~ t ! ~ information measurement!, ~9!

wherezi is the information measurement; andi is the trans-
mitted information signal.

Realizations of the T/R receiver ontransmissionfollow
directly from linear systems theory and we consider the fol-
lowing two cases: one using the Green’s function of the
channel medium, and one using the pilot measurement. The
first realization we develop is probably the most advanta-
geous by performing T/R during transmission thereby miti-
gating the distorting effects of the medium directly.

1. TÕR receiver I: Estimated Green’s function „ĝ … TÕR
receiver realization on TRANSMISSION (Refs. 7, 8,
12, 14, 15, 17–20)

The first realization of a point-to-point T/R receiver is
shown in Fig. 2~a! in which the Green’s function of the chan-
nel medium is first estimated~see the discussion in Sec.
II C!, reversed, and convolved with the information signal on
transmission. On reception, the input to the T/R receiver is
defined asziĝX(t), with the subscript representing the infor-
mation signal~i!, convolved with the estimated Green’s func-
tion (ĝ), on transmission~X!. Therefore, we have

ziĝX~ t ![zi~ t !* ĝ~r ;2t !5g~r ;t !* ĝ~r ;2t !* i ~ t !

5Cgĝ~ t !* i ~ t !, ~10!

whereCgĝ(t) is the cross-correlation ofg(r ;t) with ĝ(r ;t).
The output of the T/R receiver is simply

RiĝX~ t !5ziĝX~ t !. ~11!

Clearly, if Cgĝ(t)'Cgg(t) andCgg(t) is impulsive, theni (t)
is recovered directly by this realization. However, in reality,
we have that the autocorrelation function,Cgĝ(t), acts as a
window function filtering or smearingi (t). It is also inter-
esting to note in this particular realization that if a sensor
array replaces the single sensor transmitter used for point-to-
point communications, then the optimal spatial–temporal
matched filter is additionally achieved with the added gain in
SNR afforded by the array as well as the focusing capability
of the T/R operation.3,4 Next we consider a second realiza-
tion using a similar structure.

2. TÕR receiver II: Pilot (p) measurement „zp… TÕR
receiver realization on TRANSMISSION

An alternate realization of the T/R receiver is to use the
pilot measurement, as shown in Fig. 2~b!. Here a known pilot
signal is selected to excite the channel medium providing
zp(t), which is reversed and convolved with the information
signal on transmission to generate,zipX(t), as input to the
T/R receiver defined by

zipX~ t !5zi~ t !* zp~2t !5Cgg~ t !* p~2t !* i ~ t !. ~12!

Convolution with the known pilot signal on reception,p(t),
is therefore necessary to recover the information at the out-
put of the receiver given byRipX(t), that is,

RipX~ t !5zipX~ t !* p~ t !5Cgg~ t !* Cpp~ t !* i ~ t !, ~13!

where theC" are the respective autocorrelations ofg andp.
@For completeness, another possible interpretation of the re-
ceiver output is given byRipX(t)5Cgp(t)* Cgp(2t)* i (t),
which follows directly from the commutative property of the
convolution operation.# Note that if bothCgg and Cpp are
impulsive, theni (t) is recovered directly. Realistically, we
can think of the information signal as being filtered or
smeared by both correlations.

Next, we consider the realizations of the T/R receiver on
reception. Again we have two cases to consider: one with the
Green’s function and one with the pilot measurement realiza-
tions.

3. TÕR receiver III: Green’s function „ĝ … TÕR receiver
realization on RECEPTION (Refs. 9 –11, 13)

On reception,~R!, the estimated Green’s function is re-
versed and convolved with the receiver input,zi(t), to give

RiĝR~ t !5zi~ t !* ĝ~r ;2t !5Cgĝ~ t !* i ~ t !, ~14!

which is mathematically identical toRiĝX(t) of Eq. ~11!,
with the exception that the mitigation of the channel medium
is performed on reception rather than transmission. The
structure of the T/R receiver for this realization is shown in
Fig. 3~a!. Finally, we consider the case of using the pilot
measurement on reception.

4. TÕR receiver IV: Reversed pilot (p) and measurement
„zp… TÕR receiver realization on RECEPTION „Ref. 16 …

As in the previous realization, we start with the receiver
input and convolve it with the reversed pilot measurement as
well as the known pilot signal to generate the receiver out-
put, RipR(t), where

RipR~ t !5zi~ t !* zp~2t !* p~ t !5Cgg~ t !* Cpp~ t !* i ~ t !,
~15!

which is mathematically equivalent toRipX(t) of Eq. ~13!.
The realization of this receiver is shown in Fig. 3~b!.

C. Channel medium Green’s function estimation

As we discussed in Sec. II B, the channel Green’s func-
tion is an integral part of the two T/R receiver realizations. It
can be estimated from the pilot measurement of Eq.~8! and
is similar to the operations used for equalization,1,2 but is
much better conditioned numerically for solution, since the
forward, g(r ;t), rather than the inverse,g21(r ;t), is re-
quired for T/R. The estimated Green’s function is used in the
realizations to mitigate the distortion effects created by the
channel medium and unknown transfer characteristics of the
measurement system.

The estimate,ĝ(r ;t), can be obtained using theoptimal
Wiener solution obtained from the pilot measurement by
solving the minimum mean-squared error~MSE! problem
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min
g

J5E$«2%, for «~ t ![z~ t !2 ẑ~ t !

5z~ t !2ĝ~r ;t !* p~ t !, ~16!

and « is defined as the error. The solution of this problem
leads to the well-known Wiener filter6 given by

ĝ5Cpp
21czp , ~17!

whereCpp is an M3M correlation matrix andczp is a M
31 cross-correlation vector. The estimated or filtered mea-
surement is

ẑ~ t !5ĝ~r ;t !* p~ t !5 (
m50

M21

ĝ~r ;m!p~ t2m!5ĝTp~ t !,

~18!

for

ĝT[@ ĝ~r ;0!¯ĝ~r ;M21!# and

pT~ t ![@p~ t !¯p~ t2M11!#.

Since the correlation matrix of Eq.~17! is Toeplitz,6 we
choose to use the Levinson–Wiggins–Robinson~LWR! re-
cursion to efficiently perform the inversion~orderM2).

Another approach to the Green’s function estimation
is to utilize the fact that the autocorrelation of a signal
is the convolution with itself time reversed,@Cxx(t)
5x(t)* x(2t)#. Therefore, if we simply convolve the pilot
measurement,zp(t), with the reversed pilot, that is,

ĝ~r ;t !5zp~ t !* p~2t !5@g~r ;t !* p~ t !#* p~2t !

5g~r ;t !* Cpp~ t !, ~19!

then

ĝ~r ;t !'g~r ;t !, for Cpp~ t !→d~ t !.

We call this thereversed pilot signalapproach to Green’s
function estimation. Note that one candidate pilot signal is a
chirp that approximately satisfies the impulsive-like autocor-
relation function property.

D. Linear equalization receiver

Before leaving this section, we briefly discuss the devel-
opment of a linear equalizer1,2 ~LE!. Using the receiver
model of Eq. ~1! with the time-reversed Green’s function
replaced by an equalization filter, we have that

î ~ t !5zi~ t !* hEQ~ t !5@g~r ;t !* hEQ~ t !#* i ~ t !. ~20!

For direct recovery of the transmitted coded information
sequence, the equalizer must be an inverse filter, that is,

î ~ t !5@g~r ;t !* ĝ21~r ;t !#* i ~ t !' i ~ t !, for

hEQ~ t !5ĝ21~r ;t !. ~21!

Note that this implementation provides an optimal solu-
tion ~in theory! to the equalization problem as long as the
estimated Green’s function contains all of the medium infor-
mation ~multipath, reverberation, inhomogeneities, etc.!.
However, in a highly reverberant environment, the size or
order of the filter~number of weights! is prohibitive, limiting
its realizability as well as the fact that the inverse problem is

ill-conditioned in general.23 We will ignore these constraints
in this paper and estimate an inverse filter using all of the
reverberations to provide aboundfor the best we could hope
to achieve.

Typical algorithms for linear equalizers in communica-
tions are implemented using a variety of adaptive signal pro-
cessing algorithms ranging from the popular least mean
square~LMS! technique to the more computationally inten-
sive recursive least squares~RLS! approach.5,6 The main rea-
son for selecting adaptive processing is that the channel is
assumed to be random and time varying. In this problem, it is
assumed that the channel isnot varying in time, since our
application is a stairwell. Therefore, we further assume that
the underlying statistics are stationary. It is well known that
for stationary processes adaptive processing techniques con-
verge to the Wiener solution of Eq.~17! with the inputs and
outputs switched to obtain the inverse rather than the forward
impulse response, that is, we obtain the equalization filter,
given by

ĝ215Czz
21cpz , ~22!

using the LWR algorithm as before@see Eq.~17!#.
Thus, both the T/R and equalizer-based receivers must

estimate the channel medium or inverse channel medium
Green’s functions, respectively, using a pilot or probe exci-
tation prior to processing the transmitted information data.

III. SIGNAL PROCESSING FOR THE T ÕR
COMMUNICATION EXPERIMENT

In this section we describe the experimental environ-
ment and processing to gather the receiver data. We lay out
the steps required to extract the coded information sequence
using the various T/R receiver realizations and the optimal
LE. The experiments are performed in a stairway located
between two floors consisting of three landings, high ceilings
of corrugated steel, pipes, handrails, and other nonsound ab-
sorbing protrusions as well as ambient building noise. The
geometry of this stairway is shown in Fig. 4, clearly indicat-
ing the potential for a highly reverberant environment.

The point-to-point experiments were performed using a
point-like B&K 4296 sound source powered by a B&K 2716
amplifier and an Analogic 2020 arbitrary waveform genera-
tor for transmitting both the pilot chirp pulse swept from 0.1
to 2 kHz and theBPSK modulated code of 0.1 kHz bandwidth
at a carrier frequency of 1.207 kHz. On reception, a B&K
BP-2716 microphone and amplifier were used with a flat
frequency response in our bands of interest along with an
8-bit LeCroy digitizer sampling at 10 kHz. The experiment
was controlled using a laptop computer. A typical transmitted
code received on the microphone with the corresponding
spectrum is shown in Fig. 5. Here we observe the noisy
transmitted coded message signal and carrier in Fig. 5~a! and
the raw received microphone data in Fig. 5~b! with corre-
sponding spectra in Fig. 5~c!. Note that the response is domi-
nated by a long reverberation response and noise—an ideal
environment to test feasibility and the performance of the
T/R approach.

All of the receiver realizations incorporate common
functions such as synchronization, demodulation, and quan-
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tization to extract the transmitted codes. Each of these opera-
tions is required for the type of coding and modulation
scheme selected for this experiment.

Synchronizationis the process of aligning and locally
generating the extracted code between the receiver and the
transmitter.1,2 We transmit binary phase-shift keyed~BPSK!
codes using the double sideband suppressed carrier~DSBSC!
amplitude modulation~AM ! technique.1,2 The processed T/R

signal is then demodulated using an adaptive phase locked
loop to align the carrier for demodulation.

As discussed in Sec. III A, the matched filter is the op-
timal processor to maximize the output SNR. If it is desired
to optimally detect the transmitted information, then a
matched-filter receiver of Eq.~5! can be constructed such
that the cross-correlation ofi (t) and its estimate at the output
of a T/R receiverî (t) achieve a maximum at some lagT, that
is,

T̂5maxCiî ~k2T!uk5T5Ciî ~0!. ~23!

Note thatî (t) can be any of the T/R receiver realizations
depicted in Figs. 2 and 3. Therefore, in essence, all that is
necessary is to ‘‘detect’’ that the transmitted information
code has been recovered. This detection is accomplished by
performing the matched-filter calculation above and locating
the well-defined peak atT̂. The known pilot signal can be
used to estimateT̂. It should also be noted that extracting the
actual information sequence, as in the case of voice commu-
nications, requires the solution of the problem of estimating,
î (t), from the reverberant transmission through the medium,
which is the desired output of the T/R receiver.

The final processing step for any of these receivers is to
quantizethe estimated and detected BPSK coded information
sequence. Thequantizersimply limits the estimated coded
signal to a above or below a specified threshold, that is,

i ~ t !5H 1A, î ~ t !.t,

2A, î ~ t !<t,
~24!

whereA is the quantization level or amplitude andt is the
preset threshold.

The overall processing is shown in Fig. 6, where we see
that theraw signal is received by the T/R receiver and pro-
cessed using one of the realizations discussed in the previous
section to produce theestimated~modulated! code sequence.
The data are thendemodulatedto remove the carrier provid-
ing the processed data for synchronization. Note that this
step incorporates a phase-locked loop1,2 to align the carrier
phase of the receiver with the transmitted, perform the de-
modulation~multiplication!, and low-pass filtering. A stan-

FIG. 4. Experimental environment and setup for T/R communications test-
ing: stairway with three landings and high corrugated steel ceilings~10–12
ft! along with the equipment setup for point-to-point communications.

FIG. 5. Transmitted code sequence and stairwell response:~a! Transmitted
BPSK coded sequence with carrier.~b! ReceivedBPSK coded sequence with
carrier ~stairwell response!. ~c! Raw transmitted and received spectra.

FIG. 6. Signal processing of experimental data: T/R reception~estimate
code!, demodulation~process!, synchronization~locate code!, quantization
~extract code!.
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dard matched filter is then used to synchronize the processed
data and temporally locate the onset of the code that is then
quantized, extracted, and compared to the transmitted code
for performance analysis.

Recall that to implement the T/R receivers I and III we
must estimate the channel~stairway! Green’s functions. We
investigated the two approaches discussed previously:~1! the
optimal Wiener solution; and the~2! reversed pilot signal
convolution/correlation technique using a chirp pilot. The
optimal solution is computationally demanding while the re-
versed pilot solution is simple, but suboptimal. The results
are depicted in Fig. 7, where the performance of both meth-
ods are shown. From a statistical viewpoint, we ran 30 real-
izations of each measurement, estimated the underlying
Green’s functions and averaged them to obtain the curves
shown in the figure. This approach enabled us to generate
ensemble statistics to evaluate the quality of our measure-
ments and make improvements as required. In Figs. 7~a! and
7~b! we see the average estimated Green’s functions,ĝ(r ;t),
along with their corresponding spectra in Fig. 7~c!. It is clear
that both spectra are almost identical in the transmission
bands of interest and therefore we used the reversed pilot
approach for our estimates in implementing the receivers.

The basic experimental approach is summarized as fol-
lows.

~1! Excite the medium with a chirp pilot sequence to esti-
mate the channel medium~Green’s function!.

~2! Transmit the modulated information signal from the
source~speaker! along with the required Green’s func-
tion, pilot, etc. through the reverberant medium~stair-
way! to the microphone sensor.

~3! Receive~microphone! the noisy, reverberant sequence
and digitize.

~4! Processthe raw data with the T/R receiver~software!.
~5! Demodulatethe processed data to estimate the informa-

tion.
~6! Locate the temporal onset of the code extracting it from

the demodulated data.
~7! Quantizethe results for a further performance analysis.

This completes the description of the experimental setup,
equipment, and processing. Next we discuss results.

IV. RESULTS

In this section we discuss the results and performance
analysis of the T/R communication receivers and linear
equalizer on an ensemble consisting of 30 time series per
task. All of the plotted results are averaged over the en-
semble. The typical processing procedure we follow in the
experiment~Fig. 6! is shown in Table I.

As discussed previously, we estimated the Green’s func-
tions of the stairwell using the reversed pilot approach shown
in Fig. 7 and demonstrated that the medium could support
the frequency band between 0.1 to 2 kHz. We designed the
BPSK code to occupy a bandwidth of 0.1 kHz centered at
1.207 kHz, as shown in Fig. 5. For this feasibility study, we
chose 100 samples/symbol for high fidelity symbol data.
With this information in mind, we developed an experimen-
tal computer simulation for design and implementation of the
various receivers for processing and ran them over the 30
member ensembles.

It should also be noted that due to an experimental limi-
tation of our arbitrary waveform generator, only 4000
samples were available fortransmissioninto the medium
including the samples created by convolution operations on
transmission. The estimated Green’s function response did
not settle down until approximately 10 000 samples; there-
fore, we had to choose a subset of 4000 samples for receiver
designs on transmission. We chose to precondition the trans-
mitted code using a simulation of the experiment by per-
forming the estimated Green’s function convolution opera-
tion and then selecting the ‘‘best’’ 4000 sample set to find
any that would satisfy the symbol error criterion. Once the
best 4000 samples were selected, they were transmitted into

FIG. 7. Average Green’s function estimation based on an ensemble of 30
measurements each:~a! Reversed pilot signal solution using chirp.~b! Op-
timal Wiener solution.~c! Spectra.

TABLE I. Experimental processing of T/R receiver data.

1. Estimatethe channel medium Green’s function,ĝ(r ;t) of Eq.
~17! or ~19!;

2. Processthe raw measurement data on~transmission! reception
using the
T/R receivers of Eqs.~10!–~15! to obtain the respectiveR"(t);

3. Demodulatethe T/R receiver output,R"(t);
4. Detect the transmitted code using the matched-filter,Ciî (k

2T) of Eq. ~5! to locate its onset,T̂, for synchronization;

5. Extract ~cut! the detected information sequence,î (T̂2t); and
6. Quantizeto obtain the final estimate of the coded information

sequenceî (t) of Eq. ~22!.
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the stairwell and the T/R receiver output@Eq. ~10!# was, in
fact, the estimated code for this realization.

A. Performance analysis

We will use a symbol error criterion to evaluate the
performance of each of the receiver realizations in this paper.
Symbol erroris defined as the percentage of symbols missed
over the total transmitted. In our application, since a bit is
represented by one symbol, bit error and symbol error are
synonymous.

For our application we can vary the threshold of the
quantizer@see Eq.~24!# over the processed T/R receiver out-
put ~after demodulation! and generate a performance curve
defined by the percentage symbol error versus the threshold.
This curve plays a role similar to the operating characteristic
curve24 in classical detection theory—thresholds can be se-
lected to minimize symbol error. If zero-symbol error can be
achieved by any particular threshold, then the receiver under
investigation can recover the code perfectly. The range of the
thresholds yielding zero-symbol error gives an indication of
the performance capability of the receiver. The threshold
range corresponding to zero-symbol error indicates the ro-
bustness of the receiver, that is, the larger the range, the more
threshold values that can be selected to yield zero-symbol
error. It is interesting to note that just as in classical detection
theory,24 the value of the threshold is also selected for the
receivers based on some performance criterion~e.g., the
Neyman–Pearson criterion leads to a fixed false alarm prob-
ability!. Next we discuss the performance of the receivers
and subsequently compare them to one another.

B. TÕR receiver I performance

The realization of this T/R receiver uses the estimated
Green’s function convolved with the codetransmittedinto
the stairwell medium@Fig. 2~a!#. This is one of the most
common realizations applied in the literature.7,8,12,14,15,17–20

After demodulation and synchronization, we see the total
output~ensemble average! of the T/R receiver@Fig. 8~a!# and
the corresponding code estimates produced on both simu-
lated and estimated data@Fig. 8~b!#. It is interesting to note
that the prediction of the estimate from the simulator, which
is developed using the estimated Green’s functions, closely
matches that of the actual experiment. This code estimate is
then quantized based on a selected threshold. Each estimated
symbol~s! is then compared to the true transmitted symbol
~* !, as shown in Fig. 8~b!. For the selected threshold, the T/R
receiver is able to achieve a zero-symbol error on the simu-
lated data. However, in the figure, we show an estimate
where thethresholdwas not optimally selected to achieve
zero-symbol error~misses one symbol!. After simulation and
selection of the appropriate 4000 samples from the Green’s
function/information sequence convolution, zero-symbol er-
ror was achieved, as shown by the simulated curve in the
figure. The overall performance of this T/R realization is
shown later in Fig. 13 by the~¯! line and compared to each
receiver in the bar chart of Fig. 14.

C. TÕR receiver II performance

The realization of this T/R receiver uses the pilot mea-
surement convolved with the codetransmittinginto the me-
dium and then convolves thereceivedoutput with the known
pilot to recover the code@Fig. 2~b!#. We show the results of
this realization in Fig. 9. Note again that these plots are en-
semble averages. Again, after processing the raw data in Fig.
9~a!, the receiver demodulates and detects the transmitted

FIG. 8. T/R receiver I output:~a! T/R receiver output and code estimate.~b!
True code, extracted code estimate, simulated code estimate using optimal
4000 sample window, true symbol~* ! and estimated symbol~s!.

FIG. 9. T/R receiver II output:~a! T/R receiver output and code estimate.
~b! True code, extracted code estimate, simulated code estimate, true symbol
~* !, and estimated symbol~s!.
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code. As shown in Fig. 9~b!, both estimated and simulated
results are in reasonable agreement. After quantization, the
transmitted code can be recovered with zero-symbol error
depending on the choice of threshold. The overall perfor-
mance is shown later in Fig. 13 by the~-•-! line and com-
pared to the other realizations in Fig. 14.

D. TÕR receiver III performance

This T/R receiver uses the estimated Green’s function
convolved with the raw received code data@Fig. 10~a!# on
reception. The performance results of this realization are
shown by the ensemble plots in Fig. 10~b!. After the usual
processing, the experimental and simulated results track each
other. For the selected threshold, a zero symbol is achieved
with perfect code recovery. The overall performance is
shown later in Fig. 13 by the~---! line and compared in Fig.
14.

E. TÕR receiver IV performance

The final T/R receiver realization uses both the mea-
sured pilot medium response and known pilot convolved
with the transmitted code measurement onreceptionfor re-
covery. The results are again quite reasonable, as shown in
Fig. 11, with the raw data in Fig. 11~a! and extracted code
information in Fig. 11~b! as before. Both estimates of the
code are consistent with the true transmitted code, as shown
in Fig. 11~b!. After quantization, the recovered code again
achieves a zero-symbol error for the chosen threshold. Per-
formance comparisons are available later in Fig. 13 by iden-
tifying the ~-••-! line and Fig. 14.

F. LE receiver V performance

The T/R receivers can be compared to the optimal~MSE
sense! linear equalizer design onreception. Recall that the
LE is designed using the entire Green’s function including all
reverberations, etc. coupled to the Wiener MSE estimator of
the inverse Green’s function@Eq. ~21!#. After tedious tuning
of the LE @Fig. 12~a!#, the code is extracted as before with

FIG. 10. T/R receiver III output:~a! T/R receiver output and code estimate.
~b! True code, extracted code estimate, simulated code estimate, true symbol
~* !, and estimated symbol~s!.

FIG. 11. T/R receiver IV output:~a! T/R receiver output and code estimate.
~b! True code, extracted code estimate, simulated code estimate, true symbol
~* !, and estimated symbol~s!.

FIG. 12. LE receiver V output:~a! LE receiver output and code estimate.~b!
True code, extracted code estimate, simulated code estimate, true symbol
~* !, and estimated symbol~s!.
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zero-symbol error for the selected threshold@Fig. 12~b!#. The
overall performance is shown in Fig. 13 by the solid~—!
line. It is clear from the figure that the inverse filter has
captured the reverberative Green’s function providing the op-
timal solution, as indicated by the threshold range in the bar
chart of Fig. 14. Unfortunately, the instability in solving the
inverse problem inhibits the practical use of this approach in
a timely manner.

G. Performance comparison

From the zero-symbol error curves in Fig. 13 and the
threshold range bar chart in Fig. 14, it is clear that the T/R
receivers can achieve zero-symbol errors over a reasonable
range of the available thresholds for robust operations. This
statement is supported by observing that the average curves
in Fig. 13 of the T/R receivers closely approximate optimal
performance. The percentage of available threshold range to
achieve zero-symbol error in Fig. 14 is reasonable~;15%!
when compared to the optimal~;25%!. T/R receivers II and
III appear to perform best in class~;20%! based on the
zero-symbol error criterion.

The implementation advantages and simplicity of the
T/R receivers offer an attractive alternative to the optimal.
However, for a slowly time-varying channel, the T/R receiv-
ers may require more pilot transmissions to maintain the va-
lidity of the underlying channel Green’s functions, which is
the key to T/R receiver design in a highly reverberative en-
vironment. This completes the description of receiver perfor-
mance; next we conclude our results and mention future
work.

V. CONCLUSIONS

The feasibility of time-reversal~T/R! receiver designs
for an acoustic point-to-point communication experiment is
investigated in this paper. The receiver is applied to recover
a ~transmitted! coded information sequence in a highly rever-
berant environment with zero-symbol errors. The results of
the T/R receiver are compared to the output of an optimal
linear equalization receiver incorporating all of the rever-
berations as well. It is shown that it is feasible to design T/R
receivers and expect near optimal performance in a highly
reverberative environment. The design of four possible T/R
receiver realizations using estimated Green’s functions, pilot
measurements, andBPSK codes with DSBSC-AM modula-
tion and demodulation was demonstrated and their perfor-
mance evaluated against the optimal linear equalizer. It was
shown that it is possible to achieve zero-symbol error for
each T/R design comparable to LE performance; thus, imply-
ing a practical application with obvious implementation
advantages.18,19 Thus, it is concluded that the T/R receiver
can function reasonably well in a highly reverberant environ-
ment and is capable of detecting and recovering a transmitted
information sequence with zero-symbol error.

Future efforts will be concentrating on the development
and application of acoustic arrays to take full advantage of
the additional gain afforded with a corresponding increase in
the SNR as well as the focusing capability of T/R receiver
designs.
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The Helmholtz equation least-squares method and Rayleigh
hypothesis in near-field acoustical holography
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In this paper we present a numerical investigation of reconstructing time-harmonic acoustic pressure
field in two dimensional space by using a series expansion—the so-called Helmholtz equation
least-squares~HELS! method. Series expansion methods~or the Rayleigh methods! have been
widely used in predicting the scattered acoustic pressure. With regularization, they can also be
applied to reconstruction of acoustic pressure on the source surface from the measurements taken in
the field, and HELS is the first such attempt for these problems. In this paper, we establish HELS
in the framework of the Rayleigh methods and reveal its interrelationship with the Rayleigh
hypothesis. In particular, to regularize a reconstruction problem, we use the method of
quasisolutions, i.e., a Tikhonov regularization with ana posteriori choice of the regularization
parameter. It is shown that without regularization HELS can still yield a satisfactory reconstruction
of acoustic radiation from an arbitrary object when enough measurements are taken at sufficiently
close range to the source. With regularization the number of measurements can be reduced and
reconstruction accuracy be enhanced. It is concluded that HELS can be used to reconstruct acoustic
radiation from a convex arbitrarily shaped vibrating object regardless of the validity of the Rayleigh
hypothesis, although in practice the results will depend on the rate of convergence of the
approximating sequence. ©2004 Acoustical Society of America.@DOI: 10.1121/1.1687426#

PACS numbers: 43.60.Pt, 43.20.Rz, 43.40.Rj@EGW# Pages: 1632–1640

I. INTRODUCTION

Reconstruction of a time-harmonic acoustic field on the
surface of a vibrating object based on the measurements
taken in the near-field is a subject of near-field acoustical
holography~NAH!. Since its first appearance in 1980, NAH
has incorporated a number of approaches for different appli-
cations. The Fourier transform-based NAH1,2 is suitable for
reconstructing acoustic radiation from source surfaces that
contain a level of constant coordinate in a coordinate system
in which the Helmholtz equation is separable. The integral
formulation ~based either on the Helmholtz integral
equation3 or on the single-layer potential4! and series expan-
sion approaches5,6 can be used to reconstruct acoustic radia-
tion from arbitrarily shaped source surfaces.

The Helmholtz equation least-squares~HELS! is a series
expansion method suggested for the reconstruction of acous-
tic radiation by Wang and Wu.5 A number of experimental
investigations7,8 have shown that, if certain conditions are
met, HELS can be a powerful alternative to the integral
equation methods due to its simplicity and efficiency, as it
requires fewer measurements in the reconstruction process.
However, the question on how HELS can be implemented to
reconstruct acoustic radiation from arbitrarily shaped objects
has not been fully addressed. In this paper we attempt to fill
this void.

A number of series expansion methods, sometimes re-
ferred to as the Rayleigh methods,9 has been developed in
the past for handling acoustic scattering problems. The con-

vergence of the Rayleigh methods has been connected to the
validity of the Rayleigh hypothesis, which is an assumption
that the acoustic pressure can be continued analytically up to
the source surface.10 In scattering, it has been shown11,12 that
some of the Rayleigh methods such as the point-matching
method~PMM! are applicable only if the Rayleigh hypoth-
esis is valid, while others such as the adaptive point-
matching method12 and the least-squares approximation
method~LSAM!11,13,14,15can be used regardless of the valid-
ity of the Rayleigh hypothesis. The Rayleigh methods can
also be used to solve boundary-value problems for the Helm-
holtz equation, e.g., LSAM has been used to predict acoustic
radiation from a finite cylinder.16

In scattering, some Rayleigh methods rely on the
fact17,11 that certain families of solutions to the Helmholtz
equation are complete inL2(G) for any simple closed suffi-
ciently smooth surfaceG. Such families can be used to ap-
proximate any solution of the Helmholtz equation uniformly
on G. The difference between various Rayleigh methods lies
in the way the expansion coefficients are found, which in
turn determines their interrelationship with the Rayleigh hy-
pothesis. When the Rayleigh hypothesis is not valid, some
Rayleigh methods may fail to yield an approximation to the
true solution onG, although such an approximation always
exists.

The Rayleigh methods for reconstruction are based on
the results proved by Isakov and Wu,18 which include com-
pleteness of certain families of solutions to the Helmholtz
equation for general domains and stability estimates for
LSAM. In this paper, we show that HELS is a special case of
LSAM, thus the dependence of HELS on the Rayleigh hy-
pothesis is an artifact of discretization.

a!Electronic mail: tsemenov@eng.wayne.edu
b!Electronic mail: sean_wu@wayne.edu
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It must be noted that there is a principal difference be-
tween the Rayleigh methods for reconstruction and those for
the prediction of acoustic radiation or scattering. In predict-
ing acoustic radiation or scattering, the nodes of the Rayleigh
methods lie on the boundary of a vibrating object; while in
reconstruction they lie on a measurement surface at some
distance away from the object. Moreover, in a radiation or
scattering problem, achieving a good approximation to the
true solution on the boundary of an object guarantees a good
approximation everywhere in its exterior.19 Whereas in re-
construction, which is an ill-posed problem, achieving a
good approximation on the measurement surface will not
necessarily lead to an accurate reconstruction unless regular-
ization is used.18 Thus, the Rayleigh methods must be
equipped with a regularization procedure in order to be used
in reconstruction.

The method of quasisolutions,20,21 which can be re-
garded as a Tikhonov regularization with ana posteriori
choice of the regularization parameter,19 was suggested by
Isakov and Wu18 to use with the Rayleigh methods for re-
construction of the acoustic pressure. A quasisolution, being
an approximate solution to the original problem on a com-
pact set, is sought to satisfy a prescribed bound. We want to
emphasize here that this choice of the regularization method
is by no means the best. It is used to justify the validity of
HELS by Isakov and Wu18 and to facilitate an examination
of the interrelationship between HELS and the Rayleigh hy-
pothesis in this paper. For this reason, we assume that a
prescribed bound is known. A determination of this bound is
beyond the scope of the present paper.

For simplicity, we consider reconstruction of the acous-
tic pressure using HELS in two dimensions, which allows us
to locate the possible singularities in the analytic continua-
tion of the solution across the source contour.22,23Our goal in
the paper is to reveal the interrelationship of HELS with the
Rayleigh hypothesis and examine numerically the impact of
regularization on the approximating sequence.

II. SELECTION OF THE MATCHING POINTS IN THE
RAYLEIGH METHODS FOR NAH

In this section we describe various Rayleigh methods
that differ in the selection of the measurement points. In Sec.
IV, we demonstrate numerically that the Rayleigh methods,
when equipped with Tikhonov regularization, can be used to
reconstruct the acoustic pressure on the source contour, pro-
vided that the approximating sequence converges sufficiently
fast.

We consider a time-harmonic acoustic pressureu radi-
ated from an arbitrary-shaped convex vibrating objectV in
R2, with a time-dependence factor of the form exp(2ivt).
The acoustic pressureu satisfies the Helmholtz equation and
Sommerfeld radiation condition,

¹2u1k2u50, xPR2\V̄, ~1!

lim
uxu→`

uxu21/2S ]u

]uxu
2 ikuD50. ~2!

We assume that the acoustic pressureu satisfies a Dirichlet
boundary condition on]V. Other boundary conditions can be
treated in a similar manner.24,25

In reconstruction, it is required to determine a solutionu
everywhere outsideV and on the boundary]V based on the
values it takes on a sufficiently smooth measurement contour
G5]V0 , whereV0.V,

u~x!5ũ~x!, xPG. ~3!

The problem of reconstructing the solutionu on the bound-
ary ]V is recurrent in engineering applications, for example,
in diagnosing the noise sources in a vibrating structure. Note
that reconstruction problem possesses a unique solutionu,
i.e., the measured data~3! determine the acoustic pressureu
on the source surface]V uniquely.26

In practice, the measured values ofu on the right-hand
side of Eq.~3! may be contaminated by noise. In the Ray-
leigh methods, an approximate solutionuN to Eqs.~1!–~3! is
sought in the form of a linear combination of outgoing cy-
lindrical waves, so thatuN satisfies the Helmholtz equation
~1! and Sommerfeld radiation condition~2! exactly:

uN~x!5 (
s52N

N

asfs~x!, ~4!

where

fs~x!5H usu
~1!~kuxu!eisx̂, s52N,...,N, ~5!

whereN is the expansion order, (uxu,x̂) are polar coordinates
of a pointxPR2\V, H usu

(1) are the Hankel functions of the first
kind of orderusu, andas are the unknown coefficients to be
determined by satisfying condition~3! in some sense.

In general, the coefficientsas change with the expansion
orderN and differ from the coefficientsAs of the series so-
lution to Eqs.~1! and ~2! subject to boundary conditions on
]V,

u~x!5 (
s52`

`

Asfs~x!, ~6!

whereAs are determined by the following formula:11

As5
i

8 E]V
S u~y!

]

]n
2

]u

]n~y! DHs
~2!~kuyu!e2 isŷ dSy . ~7!

The series~6! converges absolutely and uniformly on
compact subsets of the exterior of the minimum circle, i.e.,
the circle circumscribing]V with its center at the origin.19

One of the methods in scattering and reconstruction, namely
PMM,27 is based on the assumption that the solution can be
represented in the form~6! everywhere outside theV, i.e.,
that series~6! also converges uniformly inside the minimum
circle up to the boundary]V. This assumption is known as
the Rayleigh hypothesis. If the boundary]V, and the func-
tion u together with its normal derivative on]V are analytic,
the validity of the Rayleigh hypothesis can be determined23

by examining the locations of the singularities of the analytic
continuation ofu across]V. When the singularities lie inside
the maximum circle inscribing the boundary]V with its cen-
ter at the origin, the Rayleigh hypothesis is valid.10,28 When
the singularities lie on or outside the maximum circle, the
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Rayleigh hypothesis is invalid as the series~6! converges
only outside of the circle on which the singularities lie, with
its center at the origin. Possible singularities can be found23

as the algebraic branch points of the Schwarz function of]V.
The actual singularities also depend on the values of the
acoustic pressure and normal velocity on]V.

A. LSAM

In LSAM, the coefficientsas in expansion~4! are ob-
tained by satisfying condition~3! in the least-squares sense,

min
a2N ,...,aN

iuN2uiL2~G!
2 , ~8!

LSAM was first used in scattering by Meecham,29 proved
independently by Barantsev30 and Yasuura,13,11 and summa-
rized by Ramm.26 It also gives rise to the so-called ‘‘modi-
fied Rayleigh conjecture,’’25,31which states that onG and on
compact subsets of the exterior of]V, the LSAM expansion
converges tou in the mean. In backpropagation, a similar
result is proved by Isakov and Wu.18 Thus, LSAM can be
used in the reconstruction of acoustic radiation even if the
Rayleigh hypothesis is invalid. It has also been shown that
on compact subsets of the exterior of the region bounded by
G, it converges tou uniformly.11 Moreover, the LSAM coef-
ficients converge to coefficients~7!.30

Discretizing Eq.~8!, we arrive at

E
G
uuN2uu2 dS5 (

m51

2M11

vmuuN~xm!2u~xm!u21rM , ~9!

wherexm are integration nodes,vm depend on the quadra-
ture formula used in discretization, andrM is an error term.
The following notation:

Amn5fn2~N11!~xm!, jn5an2~N11! , bm5u~xm!,
~10!

with m51,...,2M11, n51,...,2N11 allows us to rewrite
uN(xm) as a column of a matrixuN(xm)5(n51

2N11 Amnjn

5(Aj)m and to simplify the form of Eq.~9! to

(
m51

2M11

vmu~Aj!m2bmu21rM . ~11!

Finally, we denoteW5diag(vm
1/2), discardrM in ~11!,

and obtain a weighted least-squares problem,

min
j

iS~Aj2b!i2
2. ~12!

Although expansion~4! with coefficients determined by
~8! can be used to approximate the solutionu regardless of
the validity of the Rayleigh hypothesis, the results may de-
pend on the number of integration nodes and the quadrature
formula used in discretization,11,15 i.e., on the magnitude of
the discarded termrM in ~11!.

B. PMM

In PMM,9 the coefficientsas in expansion~4! are ob-
tained by matching the approximate solutionuN to uG at
pointsxmPG, whose number is equal to the number of the
unknown coefficientsas ,

uN~xm!5u~xm!, xmPG, m51,...,2N11. ~13!

The matching points are usually chosen equidistant, although
they can be selected in a special way as in the adaptive point
matching method.12,32

Using the notation~10!, Eq. ~13! can be rewritten in a
matrix form,

Aj5b. ~14!

In scattering, the adaptive PMM is proved to converge
even if the Rayleigh hypothesis is invalid,32 whereas the non-
adaptive PMM may diverge, depending on the relative loca-
tions of the pointsxm to the singularities of the analytic
continuation of the acoustic pressure.12,32,33Therefore, when
extended to the problem of reconstruction, the nonadaptive
PMM may fail to provide an approximate solutionuN satis-
fying condition ~3! when the measurement contourG lies
partially inside the minimum circle.

Note that PMM is a special case of LSAM that can be
obtained if we start from condition~8!, divide G into 2N
11 segments~not necessarily of equal length!, and use the
rectangular formula to approximate the integrals over each
segment. However, the error termrN of such a discretization
may be large. Therefore there is no contradiction between the
unconditional convergence of LSAM and conditional con-
vergence of PMM depending on the validity of the Rayleigh
hypothesis.

C. HELS

In HELS,6 the coefficientsas in expansion~4! are found
by matchinguN to uG at points xmPG whose number is
greater that the number of the unknownsas ,

uN~xm!5u~xm!, xmPG, m51,...,2M11, M.N.
~15!

In other words,as are determined by solving a matrix equa-
tion ~14! in the least squares sense,

min
j

iAj2bi2
2, ~16!

where the notation~10! is used.
The least-squares problem~16! can be solved via

singular-value decomposition:

j5 (
j 51

rank~A! uj* b

s j
v j ,

wheres1>s2>¯>s2N11 are singular values ofA, uj and
v j are left and right singular vectors ofA, j 51,...,2N11.

Note that in Eq.~15!, no restrictions on the choice of the
points xm are imposed.5 For convenience sake in practice,
equidistant matching points are usually used.5,8

The early criticism of HELS34 stemmed from the doubt
whether matchinguN to uG at a finite number of points on an
arbitrarily shapedG would always lead to satisfying the con-
dition ~3! in some sense, i.e., whether HELS would work if
the Rayleigh hypothesis is invalid andG is located partially
inside the minimum circle. Indeed, the convergence of HELS
should depend on the number and locations of the matching
points, since HELS is a special case of LSAM. The interre-
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lationship between HELS and the Rayleigh hypothesis is
demonstrated via numerical examples in Sec. IV.

In HELS, the number of measurements is selected first
and then the expansion orderN is determined. Since only one
set of measurements is used, the efficiency of the HELS
algorithm is high.

III. REGULARIZATION

A. Regularization by the method of quasisolutions

In general, the Rayleigh methods in their original forms
can only be used to approximate the acoustic pressure on and
beyond a measurement contourG, since they solve the prob-
lem of approximating a radiating solutionu by uN on G. The
ill-posed nature of a reconstruction problem is not embedded
in the approximation problem; thus an attempt to backpropa-
gate such a solution without regularization may fail. For ap-
plications of the Rayleigh methods to reconstruction prob-
lems, Isakov and Wu18 propose regularization by
quasisolutions. We will seek a quasisolution to the least-
squares problem~12! among those whose norm is bounded
on the source boundary]V,

iuNiL2~]V!
2 <a2, a5iuiL2~]V!1«, «.0, ~17!

which is more readily implemented numerically than a
bound on the solution in the whole reconstruction region18

between the source boundary]V and the measurement curve
G5]V0 .

For an approximate solutionuN of the form~4!, we can
write the constraint~17! in a matrix form,

j* Bj<a2, ~18!

whereB is a Hermitian positive definite matrix with the el-
ementsBmn5(fm ,fn)L2(]V) , i.e., the Gram’s matrix, whose
elements can be calculated approximately by using a quadra-
ture formula. Applying the Cholesky factorizationB
5C* C, we arrive at a constraint in the standard form

iCji2
2<a2. ~19!

The least-squares minimization problem~12! or ~16!
with the quadratic inequality constraint~19! is solved by
generalized singular value decomposition~GSVD35,36!. In
this study, we use the built-in GSVD routine in Matlab.

The accuracy of reconstruction on the source contour]V
depends critically on the value of the limiting constanta. In
what follows, we assume that the right value ofa is speci-
fied. The determination of« in ~17! is beyond the scope of
the present paper.

B. Regularization by selecting an optimum expansion
order for noisy input data

The regularization by quasisolutions may be omitted if
the standoff distance, i.e., the distance between the measure-
ment and reconstruction contours, is small and the number of
expansion terms is not too large. Under these conditions, in
order to prevent amplification of the measurement errors
through the high-order terms in reconstruction when the in-

put data are noisy, we must select an optimum expansion
order by minimizing the integral error on the measurement
contour6 with respect toN,

RN
2 ~G!5E

G
uuN2uu2 dS. ~20!

For simplicity, the integral errorRN(G) is evaluated by a
rectangular formula with a relatively small number of inte-
gration nodes. Wu6 suggests to take the number of integra-
tion nodes in~20! equal to the number of the matching points
in ~15!.

Since it is more meaningful to consider normalized
quantities, we use the normalized integral error of approxi-
mation onG, EN

M(G), and the normalized integral error of
reconstruction on]V, EN

M(]V), defined by the formulas

EN
M~S!5iuN2uiL2~S! /iuiL2~S! . ~21!

In reconstructionuu]V is unknown, so it is impossible to
calculateEN

M(]V) and thus eliminate the high-order terms
through which the errors are amplified by examining their
effect directly. The underlying assumptions in regularization
by determining an optimum expansion order are that~1! both
the normalized integral error of reconstructionEN

M(]V) and
the normalized integral error of approximationEN

M(G) have a
minimum; ~2! they reach this minimum simultaneously at
Nopt; and ~3! Nopt is large enough to provide an acceptable
accuracy.

We will see in Sec. IV D that in some casesEN
M(]V)

and EN
M(G) may attain a minimum at different values ofN

depending on the noise level and the standoff distance and,
possibly, on the validity of the Rayleigh hypothesis. Thus,
regularization by determining an optimum expansion order
may sometimes fail. On the other hand, a Tikhonov regular-
ization can take care of both the noise in the input data and
the ill-posedness of a reconstruction problem.

IV. NUMERICAL EXAMPLES

A. Description of examples

We use HELS to reconstruct the acoustic pressure in two
cases:~a! when the Rayleigh hypothesis is valid and~b!
when the Rayleigh hypothesis is invalid.

In the case~a!, the vibrating object is a circleC5$x2

1y251.52% with the boundary conditionvuC5exp(2x̂2)
2C1, whereC1 is a constant. The Rayleigh series converges
in the exterior ofC. We use HELS to reconstruct the acoustic
pressure radiated fromC on an ellipse]V5$(x/2)21y2

522% based on measurements taken on a similarly shaped
ellipseG5$(x/2)21y25r G

2%.
In case~b!, we reconstruct the acoustic pressure radiated

from an ellipse]V5$(x/2)21y2522% with boundary data

uu]V51. ~22!

based on measurements taken on a similarly shaped ellipse
G5$(x/2)21y25r G

2%. Since the focal distance for the ellipse
]V is greater than the semiminor axis, the Rayleigh hypoth-
esis is invalid,28 which can also be easily seen by evaluating
the partial sums of the Rayleigh series on]V numerically.
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The acoustic wave numberk in these cases is equal to 2.
The exact input datab and the noise contaminated onesb̃ are
used in Eq.~16!. The noisy data are produced by adding a
uniformly distributed noise such thatib2b̃i25dibi2 ,
whered is the noise level.

We have selected the boundary conditions~22! for the
sake of illustration: a Rayleigh method applied to the recon-
struction problem with boundary conditions~22! yields a fast
convergent approximating sequence. However, the rate of
convergence is significantly slowed down when the bound-
ary conditions with a wave number much larger than the
acoustic wave number are used, e.g.,

uu]V5cosl x̂, l @k. ~23!

The acoustic pressure is calculated onG by the Nystro¨m
method38 based on the given acoustic pressure on]V. Next,
HELS is used to reconstruct the acoustic pressure on]V
from the data onG and the reconstructed values are com-
pared with those given by the boundary conditions. In what
follows, we use Eq.~15! and take equidistant matching
points.

B. HELS: when the Rayleigh hypothesis is valid

1. HELS and a truncated series

As illustrated in Fig. 1~a!, if the input data are exact and
the Rayleigh series converges to the boundary, the truncated
Rayleigh series~cf. Sec. II C! can be used for reconstruction
from any standoff distance, and no regularization is neces-
sary. Figure 1~a! shows the normalized integral errors of ap-
proximation and reconstruction by HELS versus the expan-
sion orderN.

However, if the input data are noisy, the HELS coeffi-
cients differ from the series solution coefficients calculated
by the integration formula~7!. As a result, the normalized
integral errors for the truncated series level off and are the
same for all contours@see Fig. 1~b!#, while the normalized
integral error of reconstruction by HELS starts to grow be-
yond a certainN ~see Fig. 2!. This is because in calculating
the coefficients of the series solution by integration, the noise
affects all the coefficients equally, while in solving the least-
squares problem~16!, the noise affects the coefficients of the
higher-order terms more than those of the lower-order terms.

2. The choice of the maximum number of terms

To determine the expansion orderNmax sufficient to
yield an acceptable reconstruction, Wuet al.7 follow the
work of Weinreich and Arnold39 and takeNmax as the small-
est integer greater thankR, where R is the radius of the
minimum circle. The wave functions with indices larger than
Nmax are found to make no significant contribution to the
solution ~cf. Sec. IV C 1!. Figure 2 shows the normalized
integral errors of approximation onG and reconstruction on
]V, which depicts clearly that the terms with indices higher
thankR58 can be omitted.

3. The choice of the number of measurements

On the basis of experimental and numerical studies with
HELS, Wu et al.7 suggest takingM51.4Nmax. However,

since PMM converges when the Rayleigh hypothesis is
valid, a smallerM5Nmax suffices27 ~cf. Sec. IV C 2!.

C. HELS: when the Rayleigh hypothesis is invalid

In order to examine the behavior of HELS approximat-
ing sequence with and without regularization by the method
of quasisolutions, we consider reconstruction from a small
standoff distance (d50.4).

1. The choice of the maximum number of terms

The criterion for a sufficient expansion order7 Nmax

'kR can only be used when the series~6! converges in the
reconstruction region. When the Rayleigh hypothesis is not
valid, takingNmax'kR may be insufficient. Indeed, this cri-
terion is based on the assumption that for any boundary con-
ditions the approximating sequence converges onG as fast as
the series~6! converges outside of the minimum circle,
which is not always true. In general, the rate of convergence
of the approximating sequence depends on the shape of the
object and the boundary conditions.

FIG. 1. Truncated series solution when the Rayleigh hypothesis is valid: the
normalized integral error of approximation on the measurement contour
EN

M(G) and the normalized integral error of reconstruction on the source
boundaryEN

M(]V) versus the expansion orderN. Case~1a!: exact input
data, case~1b!: noisy input data withd51025.
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A slower rate of convergence calls for increasing the
expansion order, however, this will usually yield an ill-
conditioned matrixA due to the fact26,40 that the expansion
functions fs do not form a minimal system inL2(G) for
most measurement contoursG. In this case, regularization
must be applied to overcome the ill-conditioning of matrixA,
which is caused by the choice of the expansion functions and
has nothing to do with backpropagation.

2. The choice of the number of measurements

When series~6! does not converge on the measurement
contourG, the number of measurementsM51.4Nmax may be
insufficient in contrast to the case where the Rayleigh hy-
pothesis is valid. Yasuura and Ikuno15 showed that in scat-
tering problems, takingM.2N in LSAM discretized by a
rectangular formula yields acceptable solutions for a suffi-
ciently large expansion orderN, regardless of the validity of
the Rayleigh hypothesis. In contrast to other Rayleigh meth-
ods, the ratioM /N changes withN in HELS. Thus, ifM is

not large enough, this ratioM /N may be acceptable for a
smallerN and insufficient for a largerN. For M to be suffi-
ciently large for all N51,...,Nmax, it should be at least
greater than 2Nmax.

If M is not large enough, the error of reconstruction
EN

M(G) decreases forN,Nopt and increases forN.Nopt ~see
Fig. 3!. The error of approximation behaves in a similar way
instead of leveling off once it has reached the noise level. It
is easily seen that the growth ofEN

M(G) for N.Nopt is not
caused by the presence of noise in the input data as on that
shown in Fig. 2, but by the fact that the chosenM is not large
enough forN.Nopt. Indeed, the input data are exact in cases
shown in Fig. 3 and an increase inM causes an increase in
Nopt. Moreover, for the problem of reconstruction with
boundary conditions~23! with l 510, in which case the con-
vergence of the approximating sequence is much slower, the
errorsEN

M(G) andEN
M(]V) take their minimums at the same

values ofNopt as shown in Fig. 3~with the sameM andNmax

FIG. 2. HELS with and without regularization by quasisolutions when the
Rayleigh hypothesis is valid: the normalized integral error of approximation
on the measurement contourEN

M(G) and the normalized integral error of
reconstruction on the source boundaryEN

M(]V) versus the expansion order
N, given noisy input data. Case~2a!: d51025, G5$(x/2)21y252.652%;
~2b!: d50.05,G5$(x/2)21y2542%.

FIG. 3. Optimum expansion orderN depending onM in HELS with and
without regularization by quasisolutions when the Rayleigh hypothesis is
not valid: the normalized integral error of approximation on the measure-
ment contourEN

M(G) and the normalized integral error of reconstruction on
the source boundaryEN

M(]V) versus the expansion orderN, given exact
input data. Case~3a!: Nmax515, M51.4Nmax; case ~3b!: Nmax528, M
51.4Nmax.
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as the ones used in Fig. 3!, but at much higher levels. For
example, in this caseEN

M(]V)587% at N510, EN
M(G)

562% at N512 @cf. Fig. 3~a! with Nmax515, M
51.4Nmax] and EN

M(]V)551% atN518, EN
M(G)518% at

N520 @cf. Fig. 3~b! with Nmax528, M51.4Nmax].
Figure 4~a! shows that taking the same value ofNmax as

that in Fig. 3~b! and increasing the value ofM further yields

monotonically decreasing normalized integral errors of ap-
proximation onG and reconstruction on]V.

D. The choice of the optimum expansion order for
noisy input data

Sometimes it is possible to obtain an optimum expan-
sion order as described in Sec. III B. Such an example is
shown in Fig. 2~b!, where the normalized integral errors of
approximation onG and the reconstruction on]V have a
minimum at the sameNopt53. For N.Nopt, the integral
error of approximation levels off at the error level with fluc-
tuations smaller than the noise level itself, while the integral
error of reconstruction increases. ThusN53 is indeed the
optimum expansion order in this case.

However, the normalized integral errorsEN
M(G) and

EN
M(]V) may behave differently in other cases, e.g., as

shown in Figs. 2~a! and 4~b!. While EN
M(G) is leveled off at

the noise level@5% in Fig. 4~b!#, the integral error of recon-
structionEN

M(]V) levels off @at 6.5% in Fig. 4~b!# first but
then starts to grow beyond a certainN1 due to the amplifi-
cation of noise in the higher-order terms. ThisN1 depends on
the noise level and standoff distance, as well as on the rate of
convergence of the sequence; it decreases if either the noise
level or standoff distance is increased, and increases if the
rate of convergence of the sequence is slower. Thus, it is
impossible to predict whenEN

M(]V) reaches its minimum by
examining the behavior ofEN

M(G). Note that the regulariza-
tion parameter changes withN as shown in Fig. 5.

Table I shows that a better accuracy can be achieved if

FIG. 4. HELS with and without regularization by quasisolutions when the
Rayleigh hypothesis is not valid: the normalized integral error of approxi-
mation on the measurement contourEN

M(G) and the normalized integral
error of reconstruction on the source boundaryEN

M(]V) versus the expan-
sion orderN with Nmax515,M52.3Nmax. Case~4a!: exact input data—both
approximation and reconstruction errors decrease withN. Case~4b!: noisy
input data withd50.05-reconstruction error increase withN if no regular-
ization is applied.

FIG. 5. Regularization parameterl versus the expansion orderN for BC ~b!,
M564, k52, d50.05,G5(x/2)21y252.22.

TABLE I. HELS with and without regularization by quasisolutions when the Rayleigh hypothesis is not valid: maximum pointwise relative erroreN
M of

reconstruction of]V, in %, for different values ofN andM. The input data are noisy withd50.05.

N 10a 10 12b 12 12 18c 18 21d 21 26 26

M /N 2.1 2.5 1.75 2.0 2.5 2.2 2.5 1.86 2.5 2.0 2.5
eN

M w/o reg. 2.8 2.4 4.7 2.7 2.4 2.4 2.0 5.1 4.3 4.9 4.3
in % w/reg. 2.0 1.8 2.5 1.8 1.6 1.4 1.2 1.1 1.2 1.3 1.0

aEN
M(]V) reaches a minimum whenNmax515, M51.4Nmax.

bEN
MG reaches a minimum whenNmax515, M51.4Nmax.

cEN
M(]V) reaches a minimum whenNmax528, M51.4Nmax.

dEN
MG reaches a minimum whenNmax528, M51.4Nmax.

1638 J. Acoust. Soc. Am., Vol. 115, No. 4, April 2004 T. Semenova and S. F. Wu: Helmholtz equation in near-field acoustical holography



the expansion orderN and ratioM /N are increased. Note that
without Tikhonov regularization, HELS needs a much larger
M to achieve a comparable accuracy.

Without Tikhonov regularization HELS still can be used
in reconstruction when the standoff distance is sufficiently
small and the expansion order is selected optimally for re-
construction. However, in most cases it is impossible to find
an optimum expansion order without the knowledge of the
exact solution. On the other hand, when regularization by
quasisolutions is applied, there is no need to determine the
optimum expansion order. Any sufficiently largeN will pro-
duce a satisfactory reconstruction.

E. PMM: the effect of regularization

When the Rayleigh hypothesis is not valid and the mea-
surement contourG lies partially inside the minimum circle,
PMM does not converge. However, Fig. 6 shows that apply-
ing regularization by quasisolutions produces relatively good
results for both approximation onG and reconstruction on
]V. For N514 and 5% noise level, the pointwise error of
approximation onG is 1% with regularization and 90% with-
out it, the pointwise relative error of reconstruction on]V is
3% with regularization and 220% without it. Thus, if
Tikhonov regularization is used, both PMM and HELS with
small M will work, however, increasingM will increase the
accuracy. These results are consistent with the remark made
by Apel’tsin and Kyurkchan41 that the number of measure-
ments may be lowered to some extent if regularization by
imposing ana priori restriction on the class of functions in
which the solution is sought is applied to ‘‘solving diffraction
problems when the coefficients in Rayleigh’s expansion are
found from the requirement that the boundary condition be
satisfied at points whose number exceeds the number of
terms in the expansion.’’

V. CONCLUSION

We have considered HELS in the framework of the Ray-
leigh methods and examined its interrelationship with the
Rayleigh hypothesis. Although both HELS and PMM are
special cases of LSAM, the HELS method differs from other
Rayleigh methods in that it uses one set of measurements to
calculate approximate solutions of different expansion or-
ders.

When the Rayleigh hypothesis is valid, HELS with a
small number of measurements can be used in reconstruc-
tion. When the Rayleigh hypothesis is not valid and the mea-
surement contour lies inside the minimum circle, the number
of measurements must be increased so thatM /Nmax.2
holds.

We have used regularization by the method of quasiso-
lutions. This regularization may be omitted if the measure-
ments are taken at a sufficiently close range to the source and
the right number of expansion terms is selected for a given
standoff distance and noise level in the input data. However,
the expansion order that minimizes the normalized integral
error of approximation is not necessarily optimal for recon-
struction. Thus, without regularization, it may be unclear
how many expansion terms to take in order to prevent am-
plification of noise through the higher-order terms. On the
other hand, if Tikhonov regularization is applied, any large
expansion order will suffice. Moreover, even if the series
does not converge on the measurement contour, the number
of measurements may be reduced compared with that with-
out regularization. Besides, a regularized solution may pro-
vide a better accuracy than a nonregularized solution. Similar
conclusions hold for three-dimensional problems as well.

It must be pointed out that regularization by the method
of quasisolutions may be impractical, since it is very sensi-
tive to the choice of the constraint and requires somea priori
information about the magnitude of the true solution that can
only be obtained with a large number of measurements. We
plan to consider other regularization methods in a separate
paper.

For reconstruction, HELS seems to be the most prefer-
able one among the Rayleigh methods for engineering appli-
cations. Its efficiency is high since it uses only one set of
measurements. The adaptive PMM or LSAM with a quadra-
ture formula other than the rectangular formula may provide
a better accuracy, however, they require precise positioning
of the microphones, which is not easy to implement in prac-
tice. On the other hand, HELS with equidistant or even arbi-
trary points can be implemented easily and cost effectively. A
possible difficulty may lie in the rate of convergence of
HELS, which depends on the shape of the object and bound-
ary conditions. When the approximating sequence converges
sufficiently fast, HELS can be an effective alternative to the
integral methods in reconstruction.
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FIG. 6. PMM with and without regularization by quasi-solutions when the
Rayleigh hypothesis is not valid: the normalized integral error of approxi-
mation on the measurement contourEN

M(G) and the normalized integral
error of reconstruction on the source boundaryEN

M(]V) versus the expan-
sion orderN, given exact input data. Both reconstruction and approximation
errors increase withN if no regularization is applied.
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It has been shown previously that the multiple reference and field signals recorded during a scanning
acoustical holography measurement can be used to decompose the sound field radiated by a
composite sound source into mutually incoherent partial fields. To obtain physically meaningful
partial fields, i.e., fields closely related to particular component sources, the reference microphones
should be positioned as close as possible to the component physical sources that together comprise
the complete source. However, it is not always possible either to identify the optimal reference
microphone locations prior to performing a holographic measurement, or to place reference
microphones at those optimal locations, even if known, owing to physical constraints. Here,
post-processing procedures are described that make it possible both to identify the optimal reference
microphone locations and to place virtual references at those locationsafter performing a
holographic measurement. The optimal reference microphone locations are defined to be those at
which the MUSIC power is maximized in a three-dimensional space reconstructed by holographic
projection. The acoustic pressure signals at the locations thus identified can then be used as optimal
‘‘virtual’’ reference signals. It is shown through an experiment and numerical simulation that the
optimal virtual reference signals can be successfully used to identify physically meaningful partial
sound fields, particularly when used in conjunction with partial coherence decomposition
procedures. ©2004 Acoustical Society of America.@DOI: 10.1121/1.1642627#

PACS numbers: 43.60.Sx@EGW# Pages: 1641–1652

I. INTRODUCTION

Near-field acoustical holography~NAH! is a useful tool
for visualizing noise sources and their associated sound
fields since it allows sound fields that are measured on a
surface to be reconstructed throughout a three-dimensional
space.1,2 For example, after the sound pressure is measured
on a surface of constant coordinate in plane, cylindrical, or
spherical coordinates, the pressure, particle velocity, and
sound intensity fields can be reconstructed on plane or con-
centric surfaces, as appropriate, either closer to or farther
from the source.

For the NAH procedure to be successful in its simplest
form, the measured sound field must be spatially coherent.
Such a spatially coherent sound field can be obtained by
capturing the sound pressure on the entire measurement sur-
face simultaneously. However, the latter measurement re-
quires the use of many field microphones, perhaps hundreds
or thousands, which may not always be practical. When the
sound field generated by a single coherent source is station-
ary, however, a relatively small number of scan microphones
can be used in combination with a fixed-location reference
microphone to sample data on portions of the hologram sur-

face sequentially. The reference spectral data can then be
combined with the transfer functions linking the references
and the field points on the hologram surface to create a com-
plex pressure distribution on the latter surface that may then
be projected as desired.

A multireference procedure, referred to as the Spatial
Transformation of Sound Fields~STSF!, was introduced by
Hald to accommodate situations in which the sound field is
generated by a composite source comprising more than one
mutually incoherent source.3 The latter procedure, described
in terms of a reference cross-spectral matrix and a cross-
spectral matrix linking the reference and field signals, is
based on using singular value decomposition~SVD! to sepa-
rate the total sound field into a set of partial fields that are
incoherent with each other. The partial fields can then be
independently projected and added together to yield the qua-
dratic properties of the sound field on the reconstruction sur-
faces of interest. Note that in this procedure the characteris-
tics of the partial fields depend on the reference microphone
locations with respect to the component sources, and thus the
partial field decomposition is not unique. As a result, the
partial fields determined in this way cannot usually be asso-
ciated with particular component sources.

Since the introduction of STSF, a number of investiga-
tions have focused on separating the total sound field into

a!Corresponding author. Phone:11-765-496-6008; fax:11-765-494-0787;
electronic mail: kimyj1@purdue.edu
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individual partial sound fields thatcan be associated with
meaningful physical sources. As an alternative to the SVD
procedure, Hallman and Bolton4 suggested the application of
partial coherence decomposition~PCD!, based on Gauss
elimination,5 to separate the partial fields. Kwon and Bolton6

compared the performance of the SVD and PCD methods;
they also introduced the use of the multiple signal classifica-
tion ~MUSIC! algorithm7 for the selection of the best refer-
ences from among many candidates positioned around a
composite sound source. It was shown that the reference mi-
crophones should be positioned close to the individual physi-
cal sources if physically meaningful partial sound fields were
to be obtained. However, in practice, the locations of the
most prominent sources are sometimes not known prior to
performing a holographic measurement. There are also cases
in which it is impossible to place references at the desired
locations, even when those locations are known: for ex-
ample, when a reference microphone placed close to a physi-
cal source might itself induce flow noise or when the desired
locations are otherwise inaccessible for practical reasons.

Thus, to facilitate the decomposition of a sound field
into physically meaningful components, it would be desir-
able to be able to place ‘‘virtual’’ references at optimal loca-
tions after performing a holographic measurement made us-
ing a set of sufficient, but nonoptimally located references.

Nam and Kim introduced a virtual reference procedure
in which virtual references are located at positions on the
source surface where the amplitude of an acoustical property
of interest, such as the pressure, particle velocity, or active
intensity, is a maximum.8 The latter procedure was based on
a vector representation9 of the sound field combined with a
knowledge of various point-to-point transfer functions, both
measured and estimated by using holographic projections.
Note that in their procedure it is required that the number of
‘‘real’’ and ‘‘virtual’’ references, first used to conduct the
measurement and then to post-process the data, be the same.
In general, the number of virtual references should equal the
number of statistically independent sound sources. However,
when a holographic measurement is performed, it may be
desirable to use a number of real references larger than the
number of independent sound sources both to ensure that the
total sound field is captured completely and to allow the
reduction of noise effects in subsequent processing. In the
latter case, the virtual reference signals in excess of the num-
ber of independent sources may not be properly determined
by using the procedure proposed by Nam and Kim, since
those virtual reference signals would be primarily related to
measurement noise. Through numerical simulations, Nam
and Kim demonstrated that a sound field can be decomposed
into physically meaningful partial fields when the virtual ref-
erences are positioned appropriately on the source surface,
and particularly when PCD is performed.

In the present article, the partial field decomposition pro-
cedure based on the use of virtual references introduced by
Nam and Kim is recast in a form that is based on the use of
signal cross-spectral matrices and transfer functions with the
intent of developing a procedure that is compatible with con-
ventional multireference NAH techniques.3 The procedure
also incorporates explicit relations between principal refer-

ence signals~i.e., noise-free singular values derived from the
reference cross-spectral matrix! and partial sound field sig-
nals on the hologram and reconstruction surfaces. Thus, the
procedure to be described here makes it possible to use a
larger number of real than virtual references, as would usu-
ally be the case in practice. In addition, a signal processing
algorithm that can be used to calculate the MUSIC power
anywhere within a three-dimensional sound field recon-
structed by NAH projection is introduced. An optimization
procedure combined with the latter algorithm can be used to
help identify the optimal reference locations: i.e., the optimal
reference locations were identified by searching for the po-
sitions in three-dimensional space at which the MUSIC
power was locally maximized. By using the proposed proce-
dure, it is possible to identify the optimal reference positions
in terms of both the projection surface location and the loca-
tion on the projection surface; in contrast, by simply maxi-
mizing the amplitude of a particular acoustical property, e.g.,
pressure, only the virtual reference location on any particular
projected surface can be identified. It is shown here, through
both experiment and numerical simulation, that the optimal
virtual reference procedure can yield good estimates of the
physical partial sound fields. In particular, it is shown that
the use of a set of optimal virtual references positioned at the
maximum MUSIC power locations results in a more accurate
estimation of the physically meaningful partial fields than
when the decomposition is based on a set of virtual refer-
ences located on the source plane.

II. THEORY

A. Multireference NAH

When the total sound field generated by a composite
source comprising a finite number of uncorrelated physical
sources is completely sensed by a set of reference transduc-
ers ~i.e., the number of references is equal to or larger than
the number of uncorrelated sources and each uncorrelated
source is sensed by at least one reference transducer!, the
field signals on the hologram surface can be expressed in the
frequency domain as a linear combination of reference sig-
nals multiplied by appropriate acoustical transfer
functions:6,10 i.e.,

F y1

y2

]

yN

G5F h11 h12 ¯ h1M

h21 h22 ¯ h2M

] ] � ]

hN1 hN2 ¯ hNM

GF r 1

r 2

]

r M

G , ~1a!

whereyi represents thei th field signal on the hologram sur-
face (i 51,2,...,N, andN is the total number of measurement
points on the hologram aperture!, r j denotes thej th reference
signal (j 51,2,...,M , M>1, and M is the total number of
reference microphones!, andhi j denotes the transfer function
between thej th reference andi th field signal. Equation~1a!
can be expressed in compact vector-matrix form as6,10

y5Hyrr , ~1b!

wherey andr are theN by 1 field signal vector and theM by
1 reference signal vector, respectively, andHyr is theN by M
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transfer function matrix that relates the reference and field
signals. When the holographic measurement is made using a
scanning procedure in which data over portions of the holo-
gram aperture are captured sequentially, it is convenient to
describe the sound field statistically. In the latter case, it is
convenient to multiply Eq.~1b! by the Hermitian transpose
of the reference vector and then evaluate the expectation of
the result to give6,10

Syr5Sry
H 5E$yrH%5HyrE$rr H%5HyrSrr , ~2!

where E denotes the expectation operator, the superscript H
denotes the Hermitian transpose,Sry is the cross-spectral ma-
trix between the real reference and field signals, andSrr is
the reference cross-spectral matrix. Here it is assumed that
the number of incoherent sources isK<M : the number of
incoherent sources in any particular case can, in principle, be
determined by counting the number of significant singular
values when the reference cross-spectral matrix is decom-
posed by using SVD.11 In the latter case, the reference cross-
spectral matrix,Srr , can then be represented as the product
of a diagonal matrix whose elements are the singular values,
and a unitary matrix whose column vectors are the eigenvec-
tors of Srr (Srr )

H. When the singular values associated with
the noise subspace are small enough to be ignored, the ref-
erence cross-spectral matrix can be approximated as com-
prising only the firstK singular values and eigenvectors: i.e.,

Srr 5VLVH, ~3!

where V is an M by K matrix whosemth column is the
column vector of the unitary matrix andL is the K by K
diagonal matrix whosemth diagonal element is themth sin-
gular value. By substituting Eq.~3! into Eq. ~2!, the transfer
matrix relating the reference and field signals can be ex-
pressed as

Hyr5Sry
H Srr

215Sry
H VL21VH. ~4!

From Eq.~1b!, the cross-spectral matrix of the field signals
on the hologram surface can be estimated by using the ref-
erence cross-spectral matrix in Eq.~3!: i.e.,

Syy5HyrSrr Hyr
H 5HyrVLVHHyr

H . ~5!

The cross-spectral matrix of field signals on the hologram
surface can then be decomposed to represent a set of inco-
herent partial fields subject only to the condition thatSyy
5YYH, where each column of the matrix,Y, represents a
partial field vector: i.e.,

Y5HyrVL1/25HylL
1/2, ~6!

whereL1/2 is the principal reference signal matrix andHyl is
the transfer matrix between the principal reference signal
matrix and the partial field matrix on the hologram surface
(Hyl5HyrV). The acoustical field on any reconstruction sur-
face can then be expressed as

Y85Hy8yY5Hy8yHyrVL1/25Hy8yHylL
1/25Hy8 lL

1/2,
~7!

where Y8 is the partial field matrix on the reconstruction
surface andHy8 l represents the transfer matrix between the
principal reference signals and the partial field signals on the

reconstruction surface. The matrixHy8y is composed of the
transfer functions that relate the field signals on the hologram
and reconstruction surfaces, and it represents the NAH pro-
jection procedure, including the spatial Fourier transform~in
the planar case! and the propagation operation: the latter pro-
cedure also incorporates the effects of discretization, win-
dowing, spatial filtering, zero-padding, etc.1–3 Note that, in
practice, the matrixHyr appearing in Eq.~7! should be cal-
culated from the cross-spectral matrices,Syr ,(step) and
Srr ,(step), measured during each individual scan, by using
Eqs. ~3! and ~4!, while V and L should be calculated from
the reference cross-spectral matrix,Srr ,(avg), averaged over
all the scans in order to suppress spatial noise caused by
source nonstationarity~see Ref. 10 for details regarding
source nonstationarity compensation!. Finally note that each
column of Hy8 l corresponds to the NAH projection of the
corresponding column ofHyl . The cross-spectral matrix of
the field signals on a reconstruction surface can then be cal-
culated from Eq.~7! as

Sy8y85Y8Y8H5Hy8 lLHy8 l
H . ~8!

B. Virtual reference procedure

Virtual references can, in principle, be placed anywhere
within the three-dimensional space covered by the NAH pro-
jection. By making use of the partial field signal matrices
evaluated on the reconstruction surfaces, as in Eq.~7!, the
virtual reference signal matrix can be expressed as

X5F c1
TY18

c2
TY28

]

ck
TYk8

G5F c1
THy

18 l

c2
THy

28 l

]

ck
THy

k8 l

GL1/25HxlL
1/2, ~9!

whereX is theK by K virtual reference signal matrix andHxl
represents the transfer matrix between the principal reference
signals and the virtual reference signals. In Eq.~9!, cm rep-
resents theN by 1 reference selection vector: when themth
virtual reference is positioned at thei th field position on the
reconstruction surface, all elements ofcm are zeros, except
for the element at thei th row, which is itself unity. Note that
the matrixYm8 in Eq. ~9! represents the partial field signal
matrix on the reconstruction surface at which themth virtual
reference is placed, and that the vector,cm, denotes themth
virtual reference location on themth reconstruction surface.
Thus, the location of themth reconstruction surface in com-
bination with the vector,cm , determines the location of the
mth virtual reference in a three-dimensional space. The
cross-spectral matrices between the virtual reference signals,
and between the virtual reference and the field signals on the
hologram surface, can then be obtained from Eqs.~6! and
~9!: i.e.,

Sxx5XXH5HxlLHxl
H , ~10!

and

Sxy5XYH5HxlLHyl
H , ~11!
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whereSxx is the virtual reference cross-spectral matrix and
Sxy is the cross-spectral matrix between the virtual reference
and field signals on the hologram surface.

Recall that under ideal circumstances, the physical ref-
erence microphones should be placed at the locations of
physical, uncorrelated sources. As argued earlier, in practice,
it may not be possible to position real reference microphones
at those points.

It has, however, been shown previously that the MUSIC
algorithm can be combined with the SVD procedure to guide
the selection of the best ‘‘real’’ reference microphones from
among a large number of real microphones positioned
around a noise source.6 Since the MUSIC algorithm can be
used to find the locations of sources in a three-dimensional
space,7 the latter procedure has here been modified to iden-
tify the optimal virtual reference locations: the optimal loca-
tions are here identified as the points in a three-dimensional
space at which the MUSIC power, defined below, is maxi-
mized.

When the cross-spectral matrix of the field signals on a
reconstruction surface, i.e.,Sy8y8 in Eq. ~8!, is decomposed
by using the SVD procedure (Sy8y85W(WH), the unitary
matrix, W, can be expressed in terms of the eigenvectors of
Sy8y8(Sy8y8)

H: i.e., W5@w1w2¯wN#, wherewn is the nth
eigenvector associated with thenth singular value. Since the
number of incoherent sources isK, the noise subspace,
Rnoise, can be defined in terms of the noise-related eigenvec-
tors,wn (n5K11 to N!, as

Rnoise5 (
n5K11

N

wnwn
H . ~12!

The MUSIC power is then defined in terms ofRnoise as

PMUSIC5
1

uHRnoiseu
, ~13!

whereu is the trial vector. Since the signal subspace spanned
by wn (n51 to K! is orthogonal to the noise subspace rep-
resented byRnoise, the MUSIC power should be infinite
whenu5wn (n51 to K!.

Assume, for example, that a vector representing a source
at thenth discrete point of the reconstruction surface can be
approximated as the trial vector,

un5@0 ¯ 0 1 0 ¯ 0#T, ~14!

where thenth element ofun is unity and the otherN21
elements are zeros. In that case, the MUSIC power associ-
ated with the trial vector,un , would be very large.

After calculating the MUSIC powers associated with all
possible trial vectors,u5un (n51 to N!, a map of the MU-
SIC power on a two-dimensional reconstruction surface can
be obtained by reshaping the MUSIC power vector into a
matrix whose elements represent the MUSIC power at a
point on a two-dimensional surface. A three-dimensional
MUSIC power image can then be obtained by repeating the
latter operations on other projection surfaces in sequence.
Since the MUSIC power at source locations is large, the
optimal virtual reference locations are those where the MU-
SIC power is maximized locally. The virtual reference sig-

nals at those optimal locations can then be obtained from Eq.
~9! since the reference locations that are identified by per-
forming the optimal search are expressed in terms of the
reconstruction surface locations and the reference selection
vectors that appear in the latter equation.

The trial vector defined in Eq.~14! closely represents the
sound field generated by a monopole source. It is thus likely
that the MUSIC power procedure as described here will ac-
curately identify the locations of monopole-like sources.
Other trial vectors may be more appropriate for identifying
the locations of more complicated sources, e.g., panel modes,
but here attention is limited to trial vectors of the type de-
fined in Eq.~14!.

Consider next two monopole sources that are spatially
separated but that are coherent: the MUSIC power criterion
as defined above would identify sources at both locations.
However, in this case there is only one coherent source
mechanism: i.e., the number of incoherent sources is smaller
than number of local MUSIC power maxima. In the latter
case, virtual references should first be placed at all local
MUSIC power maxima. Based on the virtual reference cross-
spectral matrix, Eq.~10!, the coherence between virtual ref-
erencesi and j can be calculated: i.e.,

g i j
2 5

uSi j u2

Sii •Si j
, ~15!

whereSii andSj j are the autospectra of the virtual references
i and j, respectively, andSi j is the cross-spectrum between
the virtual referencesi and j. If the coherence between the
signals at two candidate source locations is nearly unity, the
sources at those two locations are coherent. The virtual ref-
erence at the location at which the MUSIC power is smaller
should then be removed.

C. Partial sound field decomposition

Once the optimal virtual reference locations are identi-
fied, the virtual reference signals at those positions can be
obtained from Eq.~9!. In addition, the cross-spectral matri-
ces between the virtual reference signals, and between the
virtual reference and field signals on the hologram surface,
can then be calculated from Eqs.~10! and ~11!. The cross-
spectral matrix of the field signals on the hologram surface
can be expressed in terms of the latter cross-spectral matri-
ces: i.e.,

Syy5Sxy
H Sxx

21Sxy . ~16!

The cross-spectral matrix of field signals in Eq.~16! can be
decomposed into a partial field matrix,Yx , based on the
‘‘virtual’’ reference signals subject only to the condition that
Syy5Yx(Yx)

H: i.e.,

Yx5Sxy
H Sxx

21/2. ~17!

Since the decomposition in Eq.~17! is not unique~because
the square root inverse of the reference cross-spectral matrix
is not uniquely determined!, it is next desirable to select
‘‘good’’ partial fields from among all the possible ones.

The SVD and PCD procedures have been widely used to
perform the partial field decomposition expressed in Eq.
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~17!.6 In the SVD method, the virtual reference cross-
spectral matrix is represented asSxx5USUH, whereU is the
unitary matrix andS is the diagonal matrix of singular val-
ues. The partial fields can thus be represented as

Yx,SVD5Sxy
H US21/2. ~18!

The PCD procedure is based on the use of LU decomposi-
tion, obtained from the Gauss elimination process,5 to sepa-
rate the reference cross-spectral matrix into two matrices:
i.e., Sxx5LDL H, where L is the lower triangular matrix
whose diagonal elements are unity andD is the diagonal
matrix. In the latter case the partial fields are written as

Yx,PCD5Sxy
H LH21

D21/2. ~19!

If the partial decomposition is based instead on the use of
real reference signals, the cross-spectral matrices in Eqs.~18!
and ~19! should be calculated using the real rather than the
virtual reference signals: i.e.,Srr andSry instead ofSxx and
Sxy . Note that when performing a partial coherence decom-
position, the number of references should be equal to the
number of incoherent sources.

III. EXPERIMENT AND NUMERICAL SIMULATION

A planar acoustical holography experiment was per-
formed in an anechoic chamber to illustrate the optimal vir-
tual reference procedure described above. Two loudspeakers
having different frequency characteristics were driven by in-
dependent white noise sources~see Fig. 1!.11 A horizontal
line array of nine microphones spaced 0.051 m apart was
used to scan the hologram following the procedure indicated
in Fig. 1. The aperture thus comprised 32 subholograms and
a total of 18 by 16 field points. The source surface~i.e., the
z50 m plane! coincided with the front surfaces of the loud-
speakers. The field measurements were made on a hologram
surface located atz50.05 m. During the scanning, five ref-
erence microphones were fixed in front of the loudspeakers,

as shown in Fig. 1. In each scan, the data record length was
512 points at a sampling rate of 4096 Hz and 20 linear av-
erages were performed when estimating the various spectra;
during the latter operations a 256 point overlap was used and
a Hanning window was applied to each record.

A numerical simulation involving three monopole
sources was also performed to verify the performance of the
optimal virtual reference procedure described above. In the
latter case, monopole sources were located at each of the
loudspeaker locations in thex-y plane as in Fig. 1, and a third
one was located at (x,y)5(0.457 m,0.356 m): theirz loca-
tions were chosen to be20.005 m,20.010 m, and20.015
m, respectively: i.e., slightly behind the nominal source
plane atz50 m. References 1, 2 and 4 were placed at the
monopole locations on the source plane~i.e., z50 m) while
Refs. 3 and 5 were placed at the locations of real Refs. 3 and
5, as shown in Fig. 1. The three monopole source strengths
were represented by three independent random signals of ap-
proximately equal strength. The data obtained from the simu-
lation was processed in the same way as the experimental
data except that the number of virtual references was chosen
to be three: the latter number could be determined by count-
ing the significant singular values of the reference cross-
spectral matrix.11

A source nonstationarity compensation was performed
before applying the NAH projection procedure to the holo-
gram data in both the experimental and simulation cases.11

During the latter procedures, a spatial Tukey window with a
75% flat-top was applied to the hologram data to reduce
truncation effects and the hologram aperture size was ex-
tended to 36 by 32 by zero padding. No spatial filtering was
applied during the projections that were performed as part of
the search for the optimal reference locations.

IV. RESULTS

The singular values of the measured reference cross-
spectral matrix averaged over all scans are shown in Fig. 2. It

FIG. 1. Sketch of the experimental
setup.
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is clear that there are two incoherent sources since there are
only two significant singular values except at the lowest fre-
quencies~below approximately 50 Hz! in which range the
loudspeakers could not be driven effectively.

The MUSIC power on the source plane~i.e., z50 m) is
shown in Fig. 3~a! from 0 to 1600 Hz: a measurement point
on thex-y plane is represented here by the vector index,n, on
thex axis. In Fig. 3~b!, the MUSIC power vector at 1200 Hz
is plotted on thez50 plane: the vector was reshaped into a
matrix whosei-, j th element represents thei-, j th measure-
ment point on thex-y plane. The two loudspeaker locations
can easily be identified from the positions of the local
maxima of the MUSIC power: those locations correspond to
vector indices,n598 and n5170, the positions of loud-
speakers 1 and 2, respectively. It can also be seen in Fig. 3~a!
that there were distinct maxima atn598 and 170 at all fre-
quencies except the very lowest.

The MUSIC power at 1200 Hz was then calculated on
projection planes fromz520.1 to 0.1 m, as shown in Fig.
4~a!. The MUSIC powers atn598 andn5170, i.e., at the
two loudspeaker locations as identified from the results of
Fig. 3, are plotted as a function ofz in Fig. 4~b!. Note that
the two plots in Fig. 4~b! are cross-sectional views of Fig.
4~a! whenn598 andn5170. Local maxima of the MUSIC

FIG. 2. Spectra of the singular values of the reference cross-spectral matrix
~experiment!.

FIG. 3. Music power on the source plane (z50 m) ~experiment!: ~a! from 0
to 1600 Hz~maxima atn598 and 170!, and~b! mapped onto thex-y plane
at 1200 Hz.

FIG. 4. Music power at 1200 Hz~experiment!: ~a! as a function ofn51 to
288 andz520.1 to 0.1 m, and~b! plotted fromz520.1 to 0.1 m when
n5170 @MAX( PMUSIC)51.2976 at z520.0212 m] and whenn5170
@MAX( PMUSIC)51.1351 atz520.0054 m].
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FIG. 5. Amplitudes of decomposed partial pressure fields on the hologram surface at 1200 Hz when the measurement was made using Refs. 3 and 5
~experiment!: ~a! first field ~SVD!; ~b! second field~SVD!; ~c! first field ~PCD!; and ~d! second field~PCD!.

FIG. 6. Amplitudes of decomposed partial pressure fields on the hologram surface at 1200 Hz obtained using optimal virtual references when the measurement
was made by using Refs. 3 and 5~experiment!: ~a! first field ~SVD!; ~b! second field~SVD!; ~c! first field ~PCD!; and ~d! second field~PCD!.
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FIG. 7. Amplitudes of decomposed partial pressure fields on the hologram surface at 1200 Hz obtained using the real references when the measurement was
made by using Refs. 1 and 2~experiment!: ~a! first field ~SVD!; ~b! second field~SVD!; ~c! first field ~PCD!; and ~d! second field~PCD!.

FIG. 8. Amplitudes of decomposed partial pressure fields on the hologram surface at 1200 Hz obtained using optimal virtual references when the measurement
was made by using all references~experiment!: ~a! first field ~SVD!; ~b! second field~SVD!; ~c! first field ~PCD!; and ~d! second field~PCD!.
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power were found atz520.021 m for n598 and z5
20.005 m forn5170. These locations lie slightly behind the
nominal source plane atz50 m, and these perhaps coincide
with the acoustical centers of the loudspeakers, which were
cone shaped.

Since data on thex-y plane are available only at the
discrete measurement points, an interpolation should, in prin-
ciple, be performed to obtain continuous data on the recon-
struction plane. To avoid the complexities introduced by an
interpolation function, however, it is assumed here that a
virtual reference may only be placed at a discrete measure-
ment point in thex-y plane. In the latter case the virtual
reference locations on thex-y plane did not change with
small variations of thez location @e.g., see Fig. 4~a!#, since
thex-y resolution, as determined by the distance between the
discrete measurement points, was relatively coarse compared
with the resolution in thez direction. Thus, the virtual refer-
ences were first located on thex-y plane at the positions of
the maxima of the MUSIC power on thez50 surface: e.g.,
see Fig. 3~b!. The optimal reference locations were subse-
quently identified as those points at which the MUSIC power
was maximized as a function ofz at the corresponding loca-
tion in thex-y plane: e.g., see Fig. 4~b!.

The measured data at 1200 Hz were used for the purpose
of comparing the characteristics of the partial fields decom-
posed by using either the SVD or PCD procedures combined
with either the set of real or optimal virtual references: the
resulting partial pressure fields on the hologram surface~i.e.,
at z50.05 m) are shown in Figs. 5–8. The partial pressure
fields decomposed by using the real and optimal virtual ref-
erences are shown in Figs. 5 and 6, respectively, when the
measurement was made by using real Refs. 3 and 5. Figure 7
shows the decomposed partial fields obtained by using the
real references when the measurement was made by using
Refs. 1 and 2. The decomposed partial fields obtained by
using the optimal virtual references are shown in Fig. 8 when
the measurement was made by using all of the real refer-
ences.

When real Refs. 3 and 5 were used as the basis for the
partial field decomposition, the decomposed partial fields do
not represent the physical partial fields associated with the
loudspeakers, as may be seen in Fig. 5: i.e., both partial
fields contain contributions from both loudspeakers. How-

FIG. 9. Amplitudes of partial sound pressure fields atx50.356 m~obtained
from Figs. 7 and 8! as a function ofy: ~a! first partial pressure field, and~b!
second partial pressure field. FIG. 10. Music power at 1200 Hz~simulation!: ~a! as a function ofn51 to

288 andz520.1 to 0.1 m, and~b! plotted fromz520.1 to 0.1 m when
n598 @MAX( PMUSIC)52.4484 at z520.0268 m], when n5170
@MAX( PMUSIC)52.0323 at z520.0311 m], and when n5136
@MAX( PMUSIC)51.7636 atz520.0353 m].
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FIG. 11. Decomposed partial pressure fields on the hologram surface at 1200 Hz obtained by using the PCD procedure in combination with optimal virtual
references~simulation!: ~a! first field; ~b! second field;~c! third field; and~d! total field ~i.e., summed mean square pressures!.

FIG. 12. ‘‘Exact’’ partial pressure fields on the hologram surface at 1200 Hz~simulation!: ~a! first field; ~b! second field;~c! third field; and~d! total field ~i.e.,
summed mean square pressures!.
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ever, the partial fields decomposed on the basis of a set either
of ‘‘good’’ real references positioned close to the loudspeak-
ers~i.e., Refs. 1 and 2! or the optimal virtual references, are
closely associated with the physical sources. Note, however,
that even in these cases there was a small amount of ‘‘leak-
age’’ from one partial field to another: i.e., a faint trace of the
second source is visible in the first partial field@see parts~a!
and ~c! of Figs. 6–8#. By comparing Figs. 5~a!, 5~c!, 7~a!,
and 7~c! for the first partial field or Figs. 5~b!, 5~d!, 7~b!, and
7~d! for the second partial field, it can also be seen that the
characteristics of the decomposed sound fields depend on
both the reference locations and the decomposition
procedure.6

In order to compare the results of Figs. 7–8 quantita-
tively, the amplitudes of the individual partial sound pressure
fields atx50.356 m are plotted as a function of they posi-
tion in Fig. 9. In the first partial field, it can be seen that there
is a contribution from the second loudspeaker aty
50.457 m~i.e., the location of loudspeaker 2!: the leakage
was smaller when the sound fields were decomposed by us-
ing the PCD procedure rather than the SVD procedure, and

when using the optimal virtual references rather than the real
references@see Fig. 9~a!#. That is, the smallest leakage oc-
curred when the PCD procedure was used in combination
with the optimal virtual references. Note that the pressure
amplitudes aty50.457 m in the second partial field appear
in the reverse order of the leakage amplitude in the first
partial field @see Fig. 9~b!#. That is, the sound pressure radi-
ated from the upper loudspeaker leaks into the first partial
field which is primarily associated with the lower of the two
loudspeakers, and is thus lost from the second partial field.

The results of the numerical simulation made using three
monopole sources are shown in Figs. 10–13. Figure 10
shows the MUSIC power at 1200 Hz as the location of the
projection plane is varied fromz520.1 to 0.1 m. It can be
seen in Fig. 10~a! that there are peaks of the MUSIC power
at n598,n5136, andn5170: i.e., at thex-y locations of the
three sources. The MUSIC powers at those three locations
are replotted in Fig. 10~b!: the z locations of the local
maxima were found to occur atz520.0268 m forn598,
z520.0311 m forn5170, andz520.0353 m forn5136.
Note that the locations identified according to the MUSIC
power criterion differ slightly from the real source locations:
this discrepancy may result from small errors in estimating
the transfer matrix,Hy8y , representing the NAH projection
procedure, owing to discretization, truncation, spatial win-
dowing, etc.

The partial pressure fields decomposed by using the
PCD procedure in combination with the optimal virtual ref-
erences~located according to the results of Fig. 10! are
shown in Fig. 11. The corresponding ‘‘exact’’ partial pressure
fields obtained by turning on only one source at a time are
shown in Fig. 12. It can be seen that each of the decomposed
partial pressure fields closely resembles the exact partial
pressure fields.

To compare the decomposed partial pressure fields and
the exact partial pressure fields on a quantitative basis, the
error, Ei j , between thei th decomposed partial field,pi ( i
51 to 3! and thej th exact partial field,Pj ( j 51 to 3! was
defined as

Ei j ~ f !5
1

18•16 (
n51

18

(
m51

16 Uupi~ f ,xn ,ym!u22uPj~ f ,xn ,ym!u2

2 U,
~19!

wheref is frequency,xn is the location of thenth measure-
ment point along thex axis, andym is the location of themth
measurement point along they axis. The total error at the
frequency,f, is then defined as the sum of the three smallest
Ei j ( f ) among all possible combinations ofi and j. In Fig.
13~a!, the total errors in the cases when the set of virtual
references was placed first on the source plane, then at the
monopole locations, and finally at the maximum MUSIC
power locations are shown: in all cases the PCD procedure
was used. The calculation based on the set of virtual refer-
ences placed at the maximum MUSIC power locations
yielded the least error: the error in the latter case is even
smaller than when the virtual references were placed at the
known source locations. In Fig. 13~b!, the partial fields de-
composed by using the PCD procedure are compared with
those obtained by using the SVD procedure. At all frequen-

FIG. 13. Error between the exact partial pressure fields and the partial
pressure fields decomposed by using virtual references~simulation!: ~a!
when the virtual references were placed on the source plane~PCD!, at the
source locations~PCD!, and at the maximum MUSIC power locations
~PCD!, and~b! when both PCD and SVD procedures were applied in com-
bination with virtual references placed at the maximum MUSIC power lo-
cations.
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cies, the error associated with the PCD procedure was
smaller than that resulting from the SVD procedure. Since
the source levels were chosen here to be nearly the same, the
significant singular values of the optimal virtual reference
cross-spectral matrix were close to each other, which may
make it difficult for the SVD procedure to reproduce the
physical partial fields: the latter effect does not affect the
PCD procedure.6

V. CONCLUSIONS

In this article, a post-processing procedure has been de-
scribed that makes it possible to identify virtual reference
signals that can be used to identify physically meaningful
partial fields after performing a holographic measurement
based on a nonoptimal, but sufficient, reference set. The op-
timal virtual references were placed at the positions where
the MUSIC power was locally maximized. It was shown
through both experiment and numerical simulation that the
optimal virtual reference procedure results in partial fields
that are very similar to the ‘‘real’’ partial fields associated
with individual physical sources regardless of the locations
of the real references; however, the partial fields decomposed
by using the real reference signals directly were found to be
physically meaningful only when the references were located
very close to the actual sources. It was also found that use of
the set of virtual references located at the maximum MUSIC
power locations resulted in more accurate estimates of the
physically meaningful partial fields than were obtained using
any other set of virtual references~e.g., on the source plane
or at the actual source locations! or even a set of ‘‘good’’ real
references. It was also shown that the partial fields obtained

using the PCD procedure suffered less leakage than those
obtained using the SVD procedure. Thus, it was found that
the most meaningful partial fields were obtained when the
PCD procedure was used in combination with optimally lo-
cated virtual references.
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Spectral integration refers to the summation of activity beyond the bandwidth of the peripheral
auditory filter. Several experimental lines have sought to determine the bandwidth of this
‘‘supracritical’’ band phenomenon. This paper reports on two experiments which tested the limit on
spectral integration in the same listeners. Experiment 1 verified the critical separation of 3.5 bark in
two-formant synthetic vowels as advocated by the center-of-gravity~COG! hypothesis. According
to the COG effect, two formants are integrated into a single perceived peak if their separation does
not exceed approximately 3.5 bark. With several modifications to the methods of a classic COG
matching task, the present listeners responded to changes in pitch in two-formant synthetic vowels,
not estimating their phonetic quality. By changing the amplitude ratio of the formants, the frequency
of the perceived peak was closer to that of the stronger formant. This COG effect disappeared with
larger formant separation. In a second experiment, auditory spectral resolution bandwidths were
measured for the same listeners using common-envelope, two-tone complex signals. Results showed
that the limits of spectral averaging in two-formant vowels and two-tone spectral resolution
bandwidth were related for two of the three listeners. The third failed to perform the discrimination
task. For the two subjects who completed both tasks, the results suggest that the critical region in
vowel task and the complex-tone discriminability estimates are linked to a common mechanism, i.e.,
to an auditory spectral resolving power. A signal-processing model is proposed to predict the COG
effect in two-formant synthetic vowels. The model introduces two modifications to Hermansky’s@J.
Acoust. Soc. Am.87, 1738–1752~1990!# perceptual linear predictive~PLP! model. The model
predictions are generally compatible with the present experimental results and with the predictions
of several earlier models accounting for the COG effect. ©2004 Acoustical Society of America.
@DOI: 10.1121/1.1624066#

PACS numbers: 43.66.Ba, 43.71.Es, 43.66.Lj@DOS# Pages: 1653–1664

I. INTRODUCTION

The spectral envelopes of spoken vowels normally con-
tain multiple peaks called formants. The interest in approxi-
mating phonetic quality by reducing the number of formants
in synthetic vowels dates from the early 1950s. Delattreet al.
~1952! experimented with back vowels whose first two for-
mants are close in frequency and observed that the quality of
these vowels is still preserved when a listener is presented
with a single intermediate formant. This formant, located
somewhere between the two, comprised an overall quality of
the vowel, preserving its unique ‘‘color.’’ When formant
separation was large, such as in front vowels, no single for-
mant could be found that successfully approximated their
quality. Delattreet al. ~1952! concluded that an auditory

mechanism must effectively average two formants which are
relatively close in frequency. This phenomenon, known to-
day as formant averaging or spectral integration, suggests
that the auditory system performs an additional filtering of
vowels beyond the level of the cochlea.

A further exploration of the ‘‘center of prominence’’~or
‘‘center of gravity’’! of formant cluster in approximating
phonetic quality of vowels led to the concept of the percep-
tually grounded ‘‘effective second formant’’ (F28). F28 was
to substitute for bothF2 and higher formants of a natural
vowel in their two-formant approximation represented byF1
and F28. Empirical formulas forF28 computations from
formant frequency values were proposed~Fant, 1959; Carl-
son et al., 1970, 1975; Bladon and Fant, 1978!. Center of
gravity ~COG! was understood as a possible correlate ofF28
~Carlsonet al., 1970!. Further work on COG showed that
when two formant peaks are separated by less than 3.5 bark,
they are integrated into a single perceived peak, called the
‘‘perceptual formant’’ ~Chistovich et al., 1979!. The next
step in the conceptual development was to link the 3.5-bark
‘‘critical distance’’ with predicting F28 values ~Bladon,
1983!, which resulted in further computational models of
F28 ~Escudier et al., 1985; Mantakaset al., 1988!. The
model by Mantakaset al. was later applied to predicting the
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Society of America and Acoustical Society of Japan, 1996, Honolulu, Ha-
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organizational trends in vowel systems of human languages
~Schwartzet al., 1997!.

This line of research has established the validity ofF28
as a perceptual parameter in approximating vowel quality in
two-formant models. It also brought to light the hypothesis
that the auditory system performs a ‘‘large-scale spectral in-
tegration’’ over a limited frequency range of 3.5 bark~e.g.,
Schwartz and Escudier, 1989!. This work focused necessarily
on formant frequency values, assuming only implicit knowl-
edge of the relation between the relative amplitudes of the
formants. The role of formant amplitudes in spectral integra-
tion was explicitly addressed in a series of other studies~e.g.,
Bedrovet al., 1978; Chistovich and Lublinskaja, 1979; Chis-
tovich et al., 1979; Chistovich, 1985!. This line of research
investigated the COGeffect, i.e., the process restricted to a
limited frequency range of 3.5 bark. Accordingly, when two
existing vowel formants are perceptually integrated, the fre-
quency of the perceived peak~‘‘perceptual formant’’! is
closer to that of the stronger formant. The amplitudes of the
two formants play an important role in that a change in their
ratio is equivalent to afrequencychange of a single-formant
vowel which approximates their quality~Chistovich and Lu-
blinskaja, 1979!. The 3.5-bark critical distance indicates a
possible limit on spectral integration in that the COG effect
disappears with larger formant separation.

The present study is a continuation of the latter line of
research. It first re-examines the COG effect in the traditional
format of two-formant vowels to verify the role of the critical
separation of 3.5 bark in spectral integration~experiment 1!.
It then presents experimental evidence from psychoacoustics,
showing that spectral integration in two-tone complex sig-
nals occurs within the limit of 3.5-bark resolution bandwidth
~experiment 2!. It advocates the view that spectral integration
is a fundamental property of the auditory system. Further, the
3.5-bark critical distance is used by the auditory system in
general signal processing, and is not restricted to speech per-
ception. The focus of this work is not on approximating the
phonetic vowel quality but on the auditory processing of
complex signals before higher-level decision processes ap-
ply, such as making phonetic decisions. The following sec-
tions sketch the background of the study.

A. The COG effect in two-formant vowels and the
3.5-bark critical distance

Chistovich and Lublinskaja~1979! reported that their
two listeners matched a single-formant vowel of variable fre-
quency (Fv) to a frequency betweenF1 andF2 of a two-
formant reference signal, when the distance between the two
formants was less than about 3.5 bark. The locus ofFv was
called the ‘‘perceptual formant.’’ Depending onA2/A1 ratio
~the ratio of the formant amplitudes!, the matches fell mid-
way between the frequencies of the two formants (A2/A1
50 dB) or were directed towards either one of the stronger
formants (A2/A15220 or 20 dB!. When the separation be-
tweenF1 andF2 exceeded 3.5 bark, there was no agreement
as to the frequency of matching. One listener matched the
single formant to one of the two actual formants and the
second performed highly unreliable matches to intermediate
frequencies between the two. Chistovich and Lublinskaja

~1979! concluded that spectral integration fails for more than
critical formant separation, i.e., for more than 3.5 bark.

Chistovich~1985! proposed a method for predicting lis-
teners’ matches to a two-formant reference vowel. The per-
ceptual formant was defined as the centroid of the vowel
spectrum weighted on the bark scale rather than absolute
frequency ~in hertz!. However, this centroid measurement
was only good for predicting results for signals with closely
spaced formants. Chistovich and Lublinskaja’s COG and
critical distance effects were well manifested when listeners
matched a single-formant signal of variable frequency to a
two-formant reference. Results contrary to the COG effect
were obtained, subsequently, in which multiformant vowels
were used as both reference and variable signals~Beddor and
Hawkins, 1990; Assmann, 1991!.

Testing the interaction of frequency and amplitude in
low-frequency formants predicted by the COG effect, Ass-
mann ~1991! carried out two experiments. Using additive
harmonic synthesis to control for altering the levels of adja-
cent harmonics in the region of the formant, he manipulated
the amplitude of the first two closely spaced formants in
back vowels. The experimental tokens~both the matching
and the reference stimuli! included six formants to achieve
more natural-sounding vowels. In one experiment, listeners
adjusted the frequency of bothF1 andF2 in the target to-
kens to match the reference tokens with modified amplitudes
of F1 and F2. In the second task, listeners identified the
tokens with modified amplitude ratios as instances of five
selected English vowels. The stimuli were presented in two
conditions, with lowf 0 (125 Hz) and highf 0 (250 Hz). Re-
sults from the first experiment failed to replicate the findings
from the single-formant matching experiments as in Chistov-
ich and Lublinskaja~1979!. Support for the COG effect was
also weak from the results of the second experiment as some
shifts in vowel quality were only obtained in the highf 0

condition.
An important finding from Beddor and Hawkins’ study

~1990! was that the influence of the spectral envelope on
perceived vowel quality was greater when spectral peaks in
the low-frequency region were less pronounced. That is, no
COG effect was observed for oral vowels with well-defined
peaks, whose quality was perceptually determined by the fre-
quency ofF1. For nasal vowels with less-visible peaks and
valleys, the matches were more consistent with the COG
effect and listeners relied less on the frequency ofF1. Their
third experiment addressed the issue of the effect of well-
versus poorly defined formants on the perceived vowel qual-
ity by manipulating formant bandwidths. The results indi-
cated that, in perceiving vowel quality, listeners relied on
formant frequency for vowels with well-defined peaks~the
narrow-bandwidth condition, BW545 Hz!, whereas the
combination of both frequency and bandwidth influenced the
perception of vowels with poorly defined peaks~the wide-
bandwidth condition, BW5150 Hz!.

In summary, the results from experiments in which a
single formant was adjusted to match reference signals sup-
ported the COG effect. However, in the experiment where
two formants were adjusted simultaneously to match the ref-
erence signal, the results were incompatible with the pre-
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dicted pattern. This suggests that the COG effect may not
directly contribute to the phonetic perception of a full vowel
spectrum, playing a different role in speech signal process-
ing. Consequently, listeners may use different strategies in
responding to different types of signals in matching tasks.

B. Two-tone complex signals and the 3.5-bark
resolution bandwidth

Independently of the development of both the COG ef-
fect and the spectral centroid model by the Leningrad group,
Feth ~1974! and Feth and O’Malley~1977! studied spectral
integration using psychoacoustic signals. This research in-
vestigated the pitch of two-tone complexes, following Voel-
cker’s unified theory of modulation~1966a, 1966b!. Voelcker
began with the envelope–fine-structure representation of a
signal

S~ t !5E~ t !* cos~w~ t !!, ~1!

where E(t) is the envelope of the signal, andw(t) is the
angle. The envelope function represents slow variations in
the amplitude of the signal and is often characterized as the
result of amplitude modulation. The first time derivative of
the angle function is often defined as the instantaneous fre-
quency,f (t). Voelcker defined sets of common envelope sig-
nals that have identical envelope functions but different fine
structure. The simplest set of common envelope signals is
shown in Fig. 1. For each signal, two sinusoids are separated
by a small difference in frequency,DF, and their amplitudes
differ by a small amount,DI . For one signal, the lower-
frequency component is more intense; for the complemen-
tary signal the higher-frequency component has the higher
intensity. It can be shown that these two-component signals
have identical envelope functions, as shown in the middle
panel of Fig. 1. The instantaneous frequency functions
change in opposite directions. When the lower component is
the more intense,F(t) moves to lower frequencies as the
envelope moves toward its minimum value. When the
higher-frequency component is more intense, the frequency
modulation moves toward higher frequencies. Listeners hear
these fine-structure differences as small changes in the spec-
tral pitch of the signal~Helmholtz, 1954; Jeffress, 1968!.

Feth and O’Malley~1977! used the discriminability of
complementary, two-component complex tones suggested by
Voelcker to investigate the spectral resolving power of the
auditory system. They reported that the percentage of correct
responses,P(C), in a 2IFC task increased from chance to

approach 100% for moderate separations~1 to 3 bark! of the
two-component frequencies. However, further separation of
the components led to decreased discriminability when the
components were apparently resolved by the peripheral au-
ditory filter. The frequency separation for which the Voelcker
signals become indiscriminable was suggested as a psycho-
physical estimate of auditory spectral resolving power. For
each center frequency tested, this estimate is approximately
3.5 bark. Thus, in two different experimental paradigms, i.e.,
vowel matching and two-tone discrimination, the 3.5-bark
critical separation plays a role. The critical distance can be
viewed as a limit to the range of spectral integration that the
auditory system can perform.

In an earlier study, Feth~1974! had proposed that the
perceived pitch of a two-tone complex with components of
unequal amplitude should correspond to the envelope-
weighted average of the instantaneous frequency~EWAIF! of
the waveform. According to the EWAIF model, the instanta-
neous frequency occurring where the envelope was large
would contribute more to the perceived pitch of the two-tone
complex. The EWAIF model accounted for experimental
data using narrow-bandwidth complex tones. Its later ver-
sion, the intensity-weighted average of instantaneous fre-
quency model~IWAIF ! ~Anantharamanet al., 1993!, is a
simple mathematical variation of the EWAIF that eliminates
the computational difficulty of the EWAIF calculation.
Anantharamanet al. ~1993! showed that the IWAIF formu-
lation can be transformed into the frequency domain where
the IWAIF value corresponds to the COG of the signal spec-
trum. Given that speech signals are essentially dynamic and
complex, changing in both frequency and amplitude over
time, the IWAIF model can be viewed as a candidate for
testing the COG effect in vowels. IWAIF model predictions
were verified for the stationary two-formant speech signals
used in Chistovich and Lublinskaja~1979! by Anantharaman
~1998!.

C. Modeling the COG effect

Hermansky~1990! proposed the perceptual linear pre-
diction model ~PLP! to account for spectral integration in
vowel-like signals. The model is consistent with both the
F1 –F28 concept and with the 3.5-bark auditory integration
theory. A speech signal is first processed to produce the so-
called auditory spectrum by using three processes derived
from psychoacoustics: critical band frequency resolution,
equal loudness compensation, and intensity-loudness com-

FIG. 1. Long-term spectrum, envelope, and instanta-
neous frequency functions for both members of the
two-component complex tones that make up the sim-
plest set of common envelope signals, as defined by
Voelcker~1966a!. From Feth and O’Malley~1977! with
permission.
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pression. This auditory spectrum is then approximated by an
autoregressive all-pole filter, just as in traditional LP model-
ing, to produce a low-dimensional representation of the
speech-signal spectrum. Hermansky suggested that a fifth-
order PLP model could extract at most two major peaks from
the auditory spectrum, removing the minor spectral peaks.
Experimental results from natural and synthetic speech sig-
nals confirmed model predictions. When two vowel formants
were far apart, the PLP estimated two distinct spectral peaks.
With smaller separation of formants of about 3.5 bark, these
peaks merged into one peak.

In this paper, we use a modified PLP model to predict
and test the COG effect, taking into account the amplitude
ratio of two closely spaced formants. In so doing, we inves-
tigate whether the COG effect disappears with the 3.5-bark
separation of the formants, which would be predictable by
the model. Since we manipulate the amplitude ratio in testing
the COG effect, we introduce two more stages as our modi-
fication to Hermansky’s original model, i.e., a peak detection
~stage 6! and a decision maker~stage 7!. An additional modi-
fication is the use of a fourth-order LP model spectrum in-
stead of the fifth-order LP filter because our stimuli do not
have more than two formants. Consequently, the number of
detected peaks at stage 6 is likely to be either one or two
depending on the separation of the two formants and their
relative levels. We use the modified PLP model to make
predictions of the perceptual formant (Fv) as a function of
formant frequency separation and amplitude ratio of a two-
formant synthetic signal. We hypothesize that if only one
local peak is detected, listeners match it at theFv . If two
peaks are detected, the decision aboutFv is based on the
frequency-level vector of two local peaks returned from the
stage of peak detection. A more detailed description of the
model is presented in Xu~1997!.

In testing the COG effect in experiment 1, the modified
PLP model is used to predict listeners’ performance in
matching an adjustable, single-formant vowel signal to two-
formant vowel signals. The model predicts that

~1! listeners will match single-formant variable signals to
the COG of two-formant reference vowels~i.e., Fv

changes systematically with respect to the relative level
A2/A1) only when the distance betweenF1 andF2 is
smaller than the critical distance of 3.5 bark; and

~2! when the distance betweenF1 andF2 exceeds 3.5 bark,
listeners matchFv either closer toF1 or F2 or exhibit
chance performance.

Experiment 1 also investigates the effect of spectral shape
~poorly defined spectral prominence versus well-defined
spectral prominence! on the matching values ofFv ; and how
the type of excitation source~noise versus pulse train! affects
the matching values ofFv .

II. EXPERIMENT 1: COG EFFECT IN TWO-FORMANT
SYNTHETIC VOWELS

A. Methods
1. Listeners

Three young adults, two female and one male, partici-
pated. Two listeners were volunteer graduate students in

speech and hearing science and one was an undergraduate
student paid for her participation. All listeners showed nor-
mal hearing at all audiometric frequencies on two screening
tests: a tone-threshold test in quiet and a frequency differ-
ence limen~DLF! test. All listeners were given extensive
practice before participating in the experiment. Each partici-
pant listened 2 h per day, 5 days per week, for a period of
several weeks. All experimental data were collected after
their response patterns in the adaptive-tracking procedure
were convergent and stable.

2. Stimuli

Two-formant vowel-like signals~reference vowels! were
generated using a formant synthesizer in parallel configura-
tion. The excitation source was either an impulse train (f 0

5100 Hz) or broadband, Gaussian noise. TheF2 –F1 dis-
tance was varied in five conditions: 1300–800, 1400–800,
1400–700, 1500–700, and 1700–600 Hz, equivalent to 2.5,
3.0, 3.6, 4.0, and 5.3 bark, respectively. For the 2.5-bark
separation, four reference vowels were created with either a
different excitation source or different bandwidths. For the
remaining four conditions, only the formant frequency sepa-
ration varied and the other parameters remained constant. A
summary of the parameters is given in Table I. The relative
level A2/A1 of the two formants was manipulated from220
dB to 120 dB in steps of 10 dB. This resulted in five relative
amplitude conditions for each reference vowel.

The output sequence of the variable single-formant sig-
nals was obtained by passing a source through a second-
order IIR filter with the requiredF1 and BW1. In order to
generate a sequence with two formants, the source was
passed through a second IIR filter (F2, BW2!. The output of
the second filter was then scaled and added to that from the
first formant. The scale factor (A2/A1) denotes the level of
the second formant peak relative to that of the first.

Both the reference~two-formant! and the variable
single-formant target signals were generated by a TDT sys-
tem II D/A board controlled by a laboratory PC~166-MHz
Pentium! at a sampling frequency of 20 kHz. Signal duration
was 300 ms. After being shaped by a 5-ms cosine rise–fall
window, the signals were attenuated by a TDT program-
mable attenuator and filtered by a passive analog filter
~TTE!, with cutoff frequency at 8 kHz. Signals were played,
monaurally, through the right channel of a Sennheiser HD-
414-SL headset at 65 dB SL.

TABLE I. Synthesis parameters for two-formant reference vowels used in
experiment 1.

Vowel F1 (Hz) F2 (Hz)
F2 –F1
~bark! BW1 ~Hz! BW2 ~Hz! Source

1 800 1300 2.5 80 80 Impulse
2 800 1300 2.5 80 80 Noise
3 800 1300 2.5 45 45 Noise
4 800 1300 2.5 150 150 Noise
5 800 1400 3.0 80 80 Noise
6 700 1400 3.6 80 80 Noise
7 700 1500 4.0 80 80 Noise
8 600 1700 5.3 80 80 Noise
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The use of noise-excited signals was motivated by the
following two reasons. First, when synthetic vowels are
impulse-train excited, the interaction between source har-
monics and formant frequencies on the effective bandwidth
may become significant. The target spectral shapes of both
reference and variable signals may be distorted, especially
when the frequencies of formant peaks are not in alignment
with source harmonics and the bandwidths of those formants
are relatively narrow. This suggests that noise-excited syn-
thetic vowels might be better suited for this kind of vowel-
matching task. A second advantage of using noise excitation
is to encourage subjects to focus on the formant frequency
comparison rather than on the fundamental frequency.

3. Model predictions

The modified PLP model was applied to each two-
formant reference vowel. Selected results for vowel # 1~2.5-
bark separation, pulse-train-excited! are displayed in Figs.
2~a!–~c!, which shows spectra for three relative formant lev-
els A2/A15220, 0, 120 dB, respectively!. The acoustic
spectrum ~dashed line!, auditory spectrum~dashed-dotted
line!, and PLP-model spectrum~solid line! are plotted to-
gether. The maximum level for each plot is aligned at 0 dB
for comparison. Essentially, the auditory spectrum reduces
the contrast between the peaks and valleys of the acoustic
spectrum~note, however, that the two peaks are still visible!.
The model smoothes the auditory spectrum further so that in
each condition, there is only one peak. In~a! (A2/A15
220 dB), the single peaks of the model spectra fall in the
vicinity of F1 (800 Hz), while in ~c! (A2/A1
5120 dB), they are close toF2 (1300 Hz). In~b! (A2/A1
50 dB), the Fv prediction is betweenF1 and F2 but is
skewed toward the lower frequency.

The simulation results for the noise-excited vowel # 2
are similar to those for vowel # 1. The only difference is that
the model spectra have even broader peaks for the noise-
excited source than for the pulse-excited source~see Xu,
1997, for more details!. In simulations with supracritical
separation of formants~e.g., vowel # 7 with 4.0-bark sepa-
ration!, two peaks are detected in the 0- and110-dB condi-
tions. The difference between the two peaks is greater than 1
dB. Thus, the predicted value ofFv is the higher peak near
F2 in both conditions. In the remaining threeA2/A1 condi-
tions ~i.e., 220, 210, and120 dB!, only one peak is de-
tected, and the predictedFv is the frequency at that peak for
each condition.

Note that the model spectrum more likely results in two
peaks whenever the two formants of the original signal are of
equal level~i.e., A2/A150 dB). For a comparison across
frequency separations, the results for vowels # 2, # 6, and #
8 each withA2/A150 dB are shown in Fig. 3. For the sub-
critical separation shown in~a! ~2.5 bark, vowel # 2!, only
one peak it is detected in the model spectrum. For the two
supracritical separations depicted in~b! ~3.6 bark, vowel #
6!, and ~c! ~5.3 bark, vowel # 8!, two peaks are detected
successfully, although the second peak in~b! is not separated
by a valley as it is in~c!. In the latter plot, the second for-
mant peak is more than 1 dB higher in level than the first.
The trend observed with the increasing distance between the

formants reveals that~1! the single peak in the model spec-
trum becomes broader as separation increases, and~2! two
peaks are detected when separation exceeds the critical dis-
tance. The two peaks become sharper as the formant distance
increases.

These simulation results applied to a set of two-formant
vowel-like signals indicate that the modified PLP model can
account for the COG effect reasonably well.

4. Procedures

The listeners were asked to indicate whether the spectral
pitch of the variable single-formant vowel was higher or
lower than that of the two-formant reference vowel using a
‘‘double-staircase’’ adaptive tracking procedure~Jesteadt,
1980!. The two-formant reference vowel was always pre-

FIG. 2. Spectra derived from the proposed PLP model for a two-formant
vowel # 1 ~2.5-bark formant separation, pulse-train excited!. Relative level
(A2/A1) ranges from~a! 220 dB, ~b! to 0 dB, ~c! to 120 dB. Acoustic
spectra~dashed line!, auditory spectra~dashed-dotted line!, and PLP model
spectra~solid line! are plotted for eachA2/A1 ratio.
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sented first and the variable single-formant target vowel sec-
ond, after a 600-ms silent interval. The listeners were in-
structed to push the right button of the mouse whenever they
judged the variable signal to be higher in pitch than the ref-
erence signal. When they judged it to be lower in pitch than
the reference, they pushed the left button. The double-
staircase procedure maintains two adaptive tracking rules si-
multaneously. The ‘‘two-up, one-down’’ rule~Levitt, 1971!
was applied to both the ascending and descending tracking

sequences. Thus, theFv estimate for the descending se-
quence was at a level for which the variable signal was
judged higher than the reference signal on 71% of the trials.
For the ascending sequence,Fv was judged lower on 29% of
the trials.

In order to obtain the value ofFv at a givenA2/A1 ratio,
each of these estimates was based on eight consecutive 70-
trial blocks of the double-staircase procedure. For each
block, the Fv estimates for the descending and ascending
sequences were first obtained by averaging the reversal
points within each sequence. Then, the point-of-subjective-
equality, PSE, was estimated by simply averaging theFv

estimates from the two sequences.
The use of the double-staircase adaptive procedure in

lieu of the traditional matching tasks, as in early experiments
on COG, was dictated by preliminary results from Lester
~1996!, who tested the COG hypothesis in a direct matching
experiment. The listeners heard one of the two signals, alter-
natively. They were asked to adjust the second variable
vowel to match the first vowel for quality. The results re-
vealed considerable variability in matching data. The
matches were tightly grouped around the lower formant fre-
quency whenA2/A15220 dB, but more scattered when
A2/A15120 dB. Lester noted that direct matching to the
‘‘perceptual formant’’ was difficult even for well-trained sub-
jects of the study. In related work~Feth et al., 1996!, the
double-staircase adaptive procedure was used. The results
showed that the dispersion of matching values at the higher
frequency formant disappeared. This indicates that improve-
ment in performance is related to eliminating inherently sub-
jective judgments and including an objective criterion to
measure the correctness of responses. Thus, the decision
rules no longer continually select signals near the PSE but
focus instead on points above and below it. In this case, the
selection of signals by the adaptive procedure is controlled
only by the observer’s use of the two subjective response
categories and not by how the responses relate to the objec-
tive properties of the stimuli. Consequently, the difficulty of
the subjective tasks is greatly reduced.

III. RESULTS AND DISCUSSION

A. Overall results

The overall results of the experiment are shown in Figs.
4 and 5. All three listeners showed similarFv matching val-
ues for all conditions for vowels # 1 through # 5~2.5- and
3.0-bark separations!, and # 8~5.3 bark!. The data for these
conditions are therefore collapsed across the listeners. How-
ever, the results showed individual differences for vowels # 6
and # 7~3.6 and 4.0 bark, respectively!, which have their
frequency separations near the 3.5-bark critical distance.
These data were plotted for each subject individually in Figs.
5~b! and~c!. Overall, the results indicate that frequency sepa-
ration between the two formant peaks of the reference sig-
nals along with their relative levels have an effect onFv

matching values. When the frequency separation between the
two formants does not exceed 3.5 bark, listeners show simi-
lar performance. The same is true for the supracritical sepa-
ration of 5.3 bark. A substantial difference is observed in

FIG. 3. Spectra derived from the proposed PLP model for two-formant
vowels for three differentF2 –F1 separations and at a constant level
A2/A150 dB. ~a! vowel # 2~2.5 bark!; ~b! vowel # 6~3.6 bark!; ~c! vowel
# 8 ~5.3 bark!. Acoustic spectra~dashed line!, auditory spectra~dashed-
dotted line!, and model spectra~solid line! are plotted for each vowel.
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listeners’ performance when the frequency separation ap-
proaches the ‘‘critical region’’ near 3.5 bark. For both 3.6-
and 4.0-bark separations, variable patterns of responses were
obtained.

The data were subjected to a two-way analysis of vari-
ance~ANOVA ! with subject and relative levelA2/A1 as fac-
tors. The relative level was significant for all vowel condi-
tions (p,0.001). Withd f5(4, 105!, the largestF-ratio of
11 952.49 was obtained for vowel # 8~5.3-bark condition!
and the smallestF ratio of F5492.68 for vowel # 1~pulse-
train, 2.5-bark condition!. The results of this ANOVA con-
firmed that, for each vowel condition, the levelA2/A1 had a
significant effect onFv. Listener differences were not signifi-
cant for vowels # 1 through # 5, and # 8, but they were
significant for vowels # 6 and # 7@F(2,105)531.78, p
,0.001 andF(2,105)522.51,p,0.001, respectively#. This
confirms the observed variability in listeners’ performance
for both 3.6- and 4.0-bark separations.

B. The COG effect

When the distance between the two formants of a refer-
ence vowel is smaller than the critical distance~3.5 bark!, Fv

values are similar to those reported by Chistovich and Lub-
linskaja ~1979!. For example, in Fig. 4, the data show a
continuous relationship betweenFv andA2/A1 for vowels #
1 through # 4 (F2 –F152.5 bark). Consequently, all match-

FIG. 4. MeanFv matching values for vowels # 1 through # 4~2.5-bark
separation, variable source, variable bandwidth! with changing amplitude
ratio (A2/A1). Dashed lines mark the locations ofF1 andF2.

FIG. 5. Fv matching values for vowels # 5 through # 8 with changingA2/A1 ratio. ~a! meanFv values for three listeners for vowel # 5~3.0 bark!; ~b!
individual Fv values for each listener for vowel # 6~3.6 bark!; ~c! individual Fv values for each listener for vowel # 7~4.0 bark!; ~d! meanFv values for three
listeners for vowel # 8~5.3 bark!. Error bars at each data point represent 2 standard deviations. Horizontal dashed lines mark the locations ofF1 andF2.
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ing Fv points fall betweenF1 and F2. However, the data
show a different pattern of variance with relative level. That
is, the variance in the middle area (A2/A150 dB) is much
greater than toward the ends (A2/A15620 dB), regardless
of the excitation source or formant bandwidth. Standard de-
viation for the 220-dB condition ranges from 5.01–19.53
and from 13.80–24.46 for the 20-dB condition, whereas the
range for 0 dB is from 48.03–76.37. This might indicate that
listeners’ uncertainty was greater when the auditory system
integrated the spectra of two equal-level formants than when
one of the two formants dominated. Another observation is
that the range ofA2/A1 over whichFv changed as a function
of A2/A1 is about 40 dB~220 to 120 dB!. Figure 5~a!
shows a similar result for 3.0-bark separation. These results
confirm the existence of spectral COG effect for two-formant
vowels when both formants are spaced closely enough to
display the predicted variation in the matching frequency of
the single-formant vowel.

C. The critical distance

Formant separations in the reference signals were set to
2.5, 3.0, 3.6, 4.0, and 5.3 bark to verify the existence of a
critical distance. For all three listeners, a continuous relation-
ship between theFv values andA2/A1 was observed for
frequency separations of up to 3 bark. However, when the
separation between the formants of the reference vowel in-
creased, this continuous relationship gradually disappeared.
It is interesting to note that each listener showed a different
breakdown point. For 3.6-bark separation@Fig. 5~b!#, listener
# 3 first shows a discontinuous relationship betweenFv and
A2/A1, while the other two maintain the continuous relation-
ship. For 4.0-bark separation@Fig. 5~c!#, listener # 1 demon-
strates the breakdown, and only results from listener # 2
remain continuous. Finally, for 5.3-bark separation@Fig.
5~d!#, the continuity disappeared in the performance of all
three listeners. This indicates that the three subjects had dif-
ferent estimates of critical distance. This distance may be
somewhere less than 3.6 bark for listener # 3, between 3.6
and 4.0 bark for listener # 1, and somewhat larger than 4.0
bark for listener # 2. A comparable pattern of responses was
obtained by Chistovich and Lublinskaja~1979! for the su-
pracritical separation. Performance of both their listeners dif-
fered considerably in that one listener showed a clear discon-
tinuous relationship betweenFv and A2/A1 and the
continuity did not disappear in the performance of the second
listener despite the large variation of the values ofFv . For
the latter listener, no clear breakdown point was obtained.

Because the experimental procedure was already very
time consuming, we did not explore additional values of
A2/A1 to determine where exactly theFv values shifted
abruptly fromF1 to F2. We can only determine that all fell
within A2/A1 values ranging from 0 to110 dB. This differs
from results of Chistovich and Lublinskaja, where the shift
from F1 to F2 occurred whenA2/A1 was about210 dB.
This discrepancy in results for one experimental condition is
most likely due to differences in the procedures used. In-
creased variability in the data collected in a direct matching

task in Chistovich and Lublinskaja’s study may have contrib-
uted to this result as well.

The data in Fig. 5 show that, for each listener, the vari-
ance ofFv is smaller within the supracritical separation than
within the subcritical separation. This is true especially for
the two formants with equal levels. This is similar to Chis-
tovich and Lublinskaja’s results, in which most values for the
supracritical distance showed less variation than for subcriti-
cal separation. One explanation is that when the two for-
mants of the reference signal are resolved, listeners simply
pick eitherF1 or F2 for Fv match. However, the degree of
uncertainty in making judgments may be considerably re-
duced in the double-staircase procedure than in the tradi-
tional adjustment task.

D. Formant bandwidths

For the subcritical distance of 2.5 bark, four reference
vowels were generated with variable bandwidths. The results
for the noise-excited vowels # 2, # 3, and # 4~see Fig. 4!
show thatFv values for vowel # 3~the narrowest formant
bandwidth! approximated closely the frequency values of ei-
ther F1 or F2, whereas those for vowel # 4~the widest
bandwidth! were closer to the COG point. The only excep-
tion occurred whenA2/A1510 dB. To investigate the effect
of formant bandwidth, a mixed-design ANOVA was per-
formed onFv data for vowel # 2~BW580 Hz!, vowel # 3
~BW545 Hz!, and vowel # 4~BW5150 Hz! with subject
and formant levelA2/A1 as two between-subject factors, and
formant bandwidth as the within-subject factor. Formant
bandwidth was significant@F(2,210)517.172, p,0.001]
and so were the interactions between bandwidth andA2/A1
@F(8,210)53.621, p,0.001], and bandwidth and subject
@F(4,210)54.074,p,0.004]. The effect of subject was not
significant@F(2,105)50.323,p,0.725] and the interaction
bandwidth3subject3A2/A1 was not significant
@F(16,210)51.651,p,0.059].

These results are in accord with Beddor and Hawkins’
~1990! findings for their three bandwidth conditions: narrow
~BW545 Hz!, medium~BW575 Hz!, and wide~BW5150
Hz!, thus supporting the hypothesis that the relative contri-
bution of formant frequency and amplitude might depend on
the spectral characteristics of signals. Beddor and Hawkins
propose that, in the matching task, formant frequency may be
more important than spectral shape for signals with well-
defined spectral peaks. Formant amplitudes and spectral
shape might be more important for signals with poorly de-
fined spectral peaks. In the former case, theFv might lie
closer to the formant frequency values. In our study, the
vowel with narrower-than-normal formant bandwidth~45
Hz! had a well-defined spectral peak, while the vowel with
wider-than-normal bandwidth~150 Hz! had a poorly defined
spectral peak. Our results agree with Beddor and Hawkins’
hypothesis except whenA2/A1510 dB.

E. Excitation source

Figure 4 shows the matchingFv values for the pulse-
train-excited vowel # 1 and the noise-excited vowel # 2 with
the same frequency separation~2.5 bark! and formant band-
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width ~80 Hz!. Generally, listeners showed similar response
patterns for the two reference signals.Fv values for vowel #
1 were lower than those for vowel # 2 whenA2/A1 ranged
from 220 to 0 dB, and higher whenA2/A1 was 10 or 20 dB.
The variances of the matching values were also comparable
at eachA2/A1 level for the pulse-train and noise-excited
signals. For the two vowels, a mixed-design ANOVA was
performed on theFv data with subject and relative level
A2/A1 as two between-subject factors, and excitation source
type as a within-subject factor. Source type was not signifi-
cant@F(2,105)51.281,p50.260] and subject effect was not
significant@F(2,105)54.554,p50.013]; however, the inter-
action between source type and relative levelA2/A1 was
significant @F(8,105)55.352, p50.001]. This justifies the
use of Gaussian noise excitation in generating all reference
vowels to exclude potential effects of a harmonic complex
tone source. The interaction between source type and subject
was not significant@F(4,105)51.731,p50.182].

Overall, these data suggest that listeners are able to per-
form a spectral integration which depends on frequency
separation between two formants. The results confirm the
existence of a critical frequency region, in which the listen-
ers’ behavior changes rather drastically. This region, identi-
fied as ‘‘critical distance’’ of about 3.5 bark in early matching
experiments by Chistovich and Lublinskaja~1979! and veri-
fied with various degrees of success by subsequent research,
may indicate a limit to the range of spectral integration that
the auditory system can perform. Thus, the observed COG
effect may reflect a more broadly defined auditory behavior
which is not peculiar to the perception of speech sounds. The
second experiment was conducted to verify this possibility.
The striking similarity of the two-tone resolution results of
Feth and O’Malley~1977! to the critical distance observed in
vowel matching tasks substantiates the claim that both the
critical region and the complex-tone discriminability esti-
mates may be related to a common mechanism, i.e., to an
auditory spectral resolving power.

IV. EXPERIMENT 2: TWO-TONE SPECTRAL
RESOLUTION BANDWIDTH

A. Methods

The same three trained listeners from experiment 1 par-
ticipated. As in the synthetic vowel task, all listeners were
given an extensive practice on complex signals before par-
ticipating in the second experiment. Data were collected after
there were no further improvements in their performance.

The stimuli used in experiment 2 were two-tone com-
plex signals, which were geometrically centered around a
frequency,f c (1000 Hz) so thatf c5( f 2f 1)1/2; D f 5 f 22 f 1 .
In the target signal, the intensity difference (DI 5L22L1)
between the two components was11 dB, while in the refer-
ence standard signalDI was 21 dB. The level of a given
component atf i is designated byL i . All signals were gener-
ated by the laboratory PC using the TDT system II with D/A
board. Each signal had duration of 300 ms and was shaped
by a 5-ms cosine rise–fall window. The silent interval be-
tween signals was 300 ms. The signals were played at a
20-kHz sampling rate. The smoothing filter was the same

analog low-pass filter with a cutoff frequency at 8 kHz, as
used in experiment 1. Sound level was controlled by a pro-
grammable attenuator. All signals were presented monaurally
through the HD-414-SL earphones at 50 dB SL.

The two-cue, two-alternative, four-interval forced-
choice paradigm was used. The target signal was presented
with equal probability in either the second or the third inter-
val. The reference signal was presented in the remaining
three intervals. For the target signal, the higher-frequency
component had the higher intensity, i.e.,DI 511 dB. As in
experiment 1, the listeners were asked to indicate whether
the pitch of the variable signal was higher or lower than that
of the reference signal.

At first, a two-up, one-down adaptive procedure was
used with the initial value of the frequency separation,D f ,
set at 100 Hz around the center frequency of 1000 Hz. How-
ever, the spectral pitch of both target and standard signals
changed wheneverD f was changed from one value to an-
other, and all three subjects reported that the task was too
difficult to perform in this adaptive procedure. Therefore, a
fixed standard procedure as in the Feth and O’Malley study
~1977!, was used instead. TheD f was fixed for a block of 50
trials and the percentage of correct discrimination,P(C),
was recorded. Each data point at a givenD f value was ob-
tained from 150 trials. The psychometric function for each
subject was generated by plottingP(C) for D f values of
200, 300, 400, 500, 700, and 1000 Hz.

B. Results and discussion

Figure 6 displays psychometric functions for each of the
three participants. Percentage of correct responses,P(C), is
plotted as a function of the frequency difference (D f ) be-
tween the two tones. Listeners # 1~d! and # 3~j! show
performance similar to that in Feth and O’Malley~1977!,
while the performance of listener # 2~n! is clearly different.

FIG. 6. Percentage of correct discrimination in a 2Q-2AFC task as a func-
tion of frequency separation,D f , of the two components in each complex-
tone pair. Each data point is the average of 150 trials. Individual psycho-
metric functions are shown for each of the three listeners. The horizontal
dotted line indicates the jnd at 75%. The shaded region delimits the fre-
quency separation from 2.5 to 3.6 bark.
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For listeners # 1 and # 3, theP(C) values are high for
moderateD f values near 200 Hz. Discrimination perfor-
mance drops whenD f exceeds 400 Hz. TheD f at which the
listener’sP(C) falls to 75% is used to estimate the spectral
resolution bandwidth. For these two listeners, the estimate is
580 Hz.

Recall the results from experiment 1. We estimated that
the critical distance for listener # 1 was somewhere between
3.6 and 4.0 bark, while it was less than 3.6 bark for listener
# 3. The same tendency in performance is observed in ex-
periment 2. The shaded area in Fig. 6 extends from a fre-
quency separation equal to 2.5 bark to one equal to 3.6 bark.
The ability of these two listeners to distinguish between the
two-tone complexes drops below 75% within that same criti-
cal region. In the vowel task, when the formant separation
was greater than the critical distance, we concluded that the
auditory system failed to integrate across the two formants
~i.e., the two formants were resolved!. In the two-tone dis-
crimination task, we assume that the discriminability of
complementary two-tone pairs dropped below 75% when the
two components were resolved by the auditory system. Thus,
we conclude that both the critical distance between formants
and the complex-tone discriminability limit are dependent
upon the same auditory spectral resolving power.

The performance of listener # 2 in the discrimination
task is very different from that of the other two listeners. The
P(C) values fluctuate across the wholeD f range as seen in
Fig. 6. Even for moderateD f values,P(C) does not ap-
proach 100%. Furthermore, discriminability does not drop
with largerD f values. We have no explanation for why this
listener performed so differently. Although this listener was
given much more practice than the other two, she was unable
to do the task and her performance is clearly different. Thus,
we cannot determine the spectral resolution bandwidth for
listener # 2. We infer from experiment 1 that her estimated
critical distance is greater than 4.0 bark. Based on this value
alone, we might conclude that her spectral resolution band-
width is larger than 4.0 bark. This would lead us to predict
that her ‘‘275%’’ estimate is greater than 800 Hz in the
two-tone task. However, her performance in experiment 2
was never regular enough to give us a solid basis to reach
this conclusion.

V. GENERAL DISCUSSION AND CONCLUSIONS

As outlined in the Introduction, the phenomenon of
spectral integration has been studied from two perspectives,
i.e., as a perceptual averaging of a formant cluster in ap-
proximating phonetic quality of vowels (F28 or center of
gravity of the cluster!, and as a frequency-displacement ef-
fect resulting from the interaction of frequency and relative
amplitude ratio of two closely spaced formants~the COG
effect!. A common underlying approach for the two lines of
research was to verify the early observations that spacing
between two formants plays an important role in making
perceptual decisions about vowel quality.

Although linking the 3.5-bark limit of spectral integra-
tion with F28 brought consistent experimental results to con-
firm the importance of COG in estimating vowel quality in
two-formant models, formalizing the COG effect encoun-

tered difficulties. The question of adequate methodology to
study the COG effect arose as a consequence of attempts to
formally account for its manifestation. Assmann’s study
~1991! showed no support for a COG effect using the first
two formants of multiformant back vowels. His results from
the vowel identification paradigm were also inconclusive.
The use of matching tasks advocated by the Leningrad group
has also been questioned as the only, and perhaps not very
reliable procedure, to measure the COG effect. Considerable
variability in the data from Chistovich and Lublinskaja
~1979! and Lester~1996! provide additional evidence that a
refinement in the experimental procedure to study the COG
effect was necessary. It is worthwhile to note that both the
‘‘double-staircase’’ adaptive procedure used in Fethet al.
~1996! and the two-cue, two-alternative forced-choice para-
digm, as in Feth and O’Malley~1977!, reduced the variabil-
ity in the data.

A more reliable methodology gave rise to the question of
the role of the COG effect and the formant amplitude ratio in
estimating vowel quality. That is, for two closely spaced for-
mants, listeners performance is predictable. When the fre-
quency separation between the formants exceeds the 3.5-bark
distance, relative levels of the formants do not contribute to
otherwise predictable listening behavior: decisions about
vowel identity are based entirely on the frequency of the
formants. The experimental data on Russian vowels show
that, for a subcritical separation of 3.5 bark, a change in
A2/A1 ratio in two-formant vowels is perceptually equiva-
lent to the frequency change which determines vowel quality.

In this study, we examined whether the COG effect
plays role other than approximating phonetic vowel quality.
Consequently, our listeners responded to the changes in
vowel pitch, not vowel quality. In this respect, the task in
experiment 1 was similar to that in experiment 2, in which
the same listeners responded to differences in pitch in two-
tone signals. In testing the COG effect in experiment 1, we
sought to verify the role of the critical separation of 3.5 bark
in spectral integration, using both a more reliable experimen-
tal procedure and model predictions incorporating the inter-
action between formant frequencies and their relative ampli-
tudes. In this endeavor, we re-examined some aspects of
Chistovich and Lublinskaja’s results~1979! and introduced
further modifications to the methods such as source type
~Gaussian noise! and bandwidth manipulations, as in Beddor
and Hawkins’ study~1990!. We used well-trained listeners as
subjects of our study because we were interested in the op-
timal performance of the human auditory system in testing
the COG effect.

The results of experiment 1 confirm that the COG effect
occurs within the limit of spectral integration of 3.5 bark.
Listeners’ responses to changes in vowel pitch indicate a
match in frequency according to the COG mechanism: when
F2 is much weaker thanF1 (A2/A15220 dB), the
matches fall in the vicinity of the strongerF1 and, con-
versely, listeners match the frequency closer toF2 whenF1
is weaker (A2/A15120 dB). However, when both formants
are of equal strength (A2/A150 dB), the matches fall some-
where between the two formants, and an increased variability
is observed in the data. Crucially, this tendency is maintained
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for all conditions within the subcritical formant separation
for vowels # 2 through # 5.

In designing experiment 1, we hypothesized that spectral
shape ~poorly defined spectral prominence versus well-
defined spectral prominence! affects the matching values of
Fv . Accordingly, three two-formant vowels with variable
bandwidth were generated with subcritical separation of 2.5
bark ~vowels # 2 through # 4!. The vowel with narrower-
than-normal formant bandwidth of 45 Hz had a well-defined
spectral peak~vowel # 3!, and the vowel with wider-than-
normal bandwidth~150 Hz! had a poorly defined spectral
peak ~vowel # 4!. Model predictions were verified in the
experimental data. Listeners approximated the frequency of
either F1 or F2 for the narrow-bandwidth vowel # 3, thus
selecting one of the ‘‘stronger’’ peaks. For vowel # 4, the
matches fell closer to a frequency between the formants,
which is in accord with the COG effect. Our results and
model predictions support Beddor and Hawkins’ hypothesis
with one exception, i.e., whenA2/A1510 dB.

Experiment 2 verified earlier findings by Feth and
O’Malley ~1977! that spectral integration in two-tone com-
plex signals occurs within the limit of the 3.5-bark resolution
bandwidth. Given that the responses in experiment 2 came
from the same participants as in experiment 1, we conclude
that the complex-tone discriminability and the spectral inte-
gration limits reflect the same auditory spectral resolving
power. This further suggests that the auditory processing of
complex signals at the intermediate stage, i.e., before higher-
level decision processes apply, is the same for speech and
nonspeech signals.

As discussed in the Introduction, several models were
previously proposed for predicting the performance of listen-
ers asked to match an adjustable one-formant to a fixed two-
formant signal. Early work suggested that a simple calcula-
tion of the spectral centroid of the two-formant signal would
serve this purpose~Chistovichet al., 1979!. We verified the
predictions of the spectral centroid model and also used the
IWAIF model for a comparison with the present results. Fig-
ure 7 displays a summary of predictions of our modified PLP
model, the IWAIF model, and the spectral centroid model,
along with the group data for vowel # 2~2.5-bark separation,
noise-excited! averaged across three listeners. To implement
the IWAIF and spectral centroid models, we assumed that
signal energy outside the critical distance was not available
for the calculation.

Clearly, the spectral centroid model performs most
poorly in this comparison. The predicted relationship be-
tweenFv and relative formant levels does not fit the experi-
mental data. The endpoints are overestimated forF1 peak
and underestimated forF2 peak, and only the value at the
center of theA2/A1 range falls within the error bars. For
both the PLP model and the IWAIF model, there is much
better agreement with the data. The PLP model predicts well
the performance at the endpoints~i.e., both extremeA2/A1
values! but underestimates listeners’ matches by more than 2
standard deviations atA2/A150 dB. The IWAIF model, on
the other hand, predicts listeners’ matches that fall just above
those obtained in the experiment. An exception to this ten-
dency is theF2 region where the predicted values are lower

than those in the experimental data. At this stage, it is still
premature to determine which of the two models, the PLP
model or the IWAIF model, is better suited to predicting
COG effects with greater accuracy. Further refining of the
IWAIF model is probably necessary, since we had to assume
an arbitrary limitation on signal bandwidth to produce a rea-
sonable prediction of performance.

In conclusion, the two experiments reported here have
shown that the 3.5-bark limit on spectral integration appears
to reflect a property of auditory processing rather than some
special processing unique to speech sounds. This study, and
that of Chistovich and Lublinskaja~1979!, used a small num-
ber of very well-trained listeners, but some evidence for in-
dividual differences in the size of the critical separation is
apparent in both. The effects of formant bandwidth and ex-
citation source were predictable. Finally, a preliminary com-
parison of model predictions of COG performance did not
favor one model strongly; however, the simple spectral cen-
troid model was clearly the poorest at predicting listener
matches.

The signals used in the current study were spectrally
static. That is, the parameters of both the adjustable and the
reference signals remained constant for the entire duration of
the sound. Real speech sounds are typically dynamic; that is
their formant frequencies and amplitudes change, sometimes
rapidly, over time. Lublinskaja~1996! has recently reported
that the COG effect can be demonstrated dynamically by
amplitude modulation of formant amplitudes. Further work
on modeling of the COG effects therefore should take into
account these dynamic effects.
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FIG. 7. Model predictions and experimental data for vowel # 2~2.5 bark!:
~h! predictions by the proposed PLP model;~L! by the IWAIF model,~,!
by the spectral centroid model with linear amplitude weighting,~d! the
experimental data for vowel # 2; each error bar represents 2 standard devia-
tions. The 3.5-bark rectangular window is used to select the spectra for the
IWAIF and the centroid models. Horizontal dashed lines mark the locations
of F1 andF2.
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Robertset al. @J. Acoust. Soc. Am.112, 2074–2085~2002!# demonstrated that sequential stream
segregation occurs with stimuli that differ only in phase spectrum. We investigated if this was partly
due to differences in effective excitation level. Stimuli were harmonic complexes with a 100 Hz
fundamental, 1250–2500 Hz passband, and cosine, alternating, or random component phase. In
experiment 1, the complex tones were used as forward maskers of 20-ms probe tones at 1000, 1250,
1650, 2050, 2500, and 3000 Hz. While there was no significant difference in the masking produced
by the cosine- and alternating-phase stimuli, the random-phase stimulus produced significantly
greater masking, equivalent to a difference in overall effective excitation level of 12.6 dB.
Experiments 2 and 3 used the asynchrony detection and subjective streaming tasks of Robertset al.
Successive stimuli had identical phase, but differed in level by 0, 1, 3, 5, 10, or 15 dB. Stream
segregation increased once the level difference reached 5 dB. While some of the stream segregation
observed by Robertset al.may have been due to a difference in effective excitation level, this does
not account for the stream segregation between cosine- and alternating-phase stimuli. ©2004
Acoustical Society of America.@DOI: 10.1121/1.1650288#

PACS numbers: 43.66.Ba, 43.66.Dc, 43.66.Mk, 43.66.Nm@GK# Pages: 1665–1673

I. INTRODUCTION

Streaming is the process of assigning successive sound
events to perceived sound sources or streams. When events
are assigned to the same stream, this is called fusion or in-
tegration, while when they are assigned to different streams,
this is called fission or stream segregation~van Noorden,
1975; Bregman, 1990!. Hartmann and Johnson~1991! stud-
ied streaming by measuring the ability to recognize a melody
in the presence of interleaved tones; the tones forming the
melody differed from the interleaved tones along a variety of
dimensions. They concluded that the dominant factor deter-
mining whether stream segregation occurred was the degree
to which successive tones excited different auditory chan-
nels. This is called the ‘‘peripheral channeling’’ theory, and it
provides the basis for the computational models of streaming
described by Beauvois and Meddis~1996!, and McCabe and
Denham~1997!. However, several recent studies have shown
that stream segregation can occur for stimuli whose excita-
tion patterns overlap considerably~Vliegen et al. 1999;
Vliegen and Oxenham, 1999; Grimaultet al. 2000; 2001;
2002!; for a review, see Moore and Gockel~2002!.

Robertset al. ~2002! demonstrated that stream segrega-
tion could occur when successive complex tones had identi-
cal power spectra and differed only in their component phase
relationships, and hence their temporal structure. They inter-
preted their results as indicating that differences in temporal
structure alone were sufficient to produce stream segregation.
In this paper, we assess an alternative explanation of their
results. To understand the background to our experiments, it
is necessary to consider the stimuli of Robertset al. ~2002!

in some detail. Their tones had a fundamental frequency~F0!
of 100 Hz and had three different starting phase relation-
ships: cosine~C!—all components starting with 90° phase;
alternating~A!—successive components starting alternately
with 0° or 90° phase; and random~R!—each component hav-
ing a different, randomly specified, starting phase. Stimuli
were filtered so as to contain only high, unresolved harmon-
ics. ‘‘C’’ phase leads to a waveform with a high peak factor;
this evokes a distinct low pitch and a buzzy timbre
~Schouten, 1940!. ‘‘A’’ phase leads to a waveform with two
major peaks per period; this evokes a pitch that is one-octave
higher than for cosine phase~Shackleton and Carlyon, 1994!
and a timbre that is less buzzy. ‘‘R’’ phase leads to a wave-
form with a relatively low peak factor, with several wave-
form peaks per period; this evokes a less distinct pitch than
for cosine phase and leads to a noise-like timbre~Bilsen,
1973!. In two different tasks~described later!, Robertset al.
~2002! found stream segregation when the phase of succes-
sive tones alternated between C and R or between C and A.

As noted earlier, Robertset al. ~2002! assumed that the
stream segregation found for their stimuli was based on dif-
ferences in temporal structure. However, even for stimuli
with the same power spectra but different phase relation-
ships, the excitation patterns may not be identical. The fast-
acting compression that occurs on the basilar membrane
~Sellick et al., 1982; Robleset al., 1986; Recioet al., 1998!
means that the average excitation evoked at a given place
depends on the peak factor of the waveform at that place;
high peak factors tend to lead to lower average excitation.
Hence, complex tones that evoke waveforms with high peak
factors ~Schroeder positive phase, sine phase or cosine
phase! may evoke less excitation than complex tones that
evoke waveforms with low peak factors~Schroeder negativea!Electronic mail: ths22@cam.ac.uk
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phase or random phase!. This has been observed physiologi-
cally ~Recio and Rhode, 2000; Rhode and Recio, 2001a;
2001b! and inferred from changes in the amount of forward
masking produced by manipulating the phase of complex
tone maskers~Carlyon and Datta, 1997; Gockelet al., 2003;
Moore et al., 2004!.

It is possible that some of the effects of component
phase on streaming found by Robertset al. ~2002! were due
to differences in excitation level between successive stimuli.
It is not clear that such differences in excitation level corre-
spond directly to differences in loudness. Indeed, Gockel
et al. ~2003! reported that complex tones with components
added in C phase soundedlouder than tones with the same
power spectra but with components added in R phase, even
though the latter produced more forward masking than the
former. Nevertheless, differences in excitation level and/or
loudness may have influenced the results of Robertset al.
~2002!. Previous research has shown that subjective stream
segregation can occur based on differences in level~van
Noorden, 1975! and that differences in level can lead to im-
proved performance in a task requiring recognition of inter-
leaved melodies~Dowling, 1973!, in which the subject tries
to hear segregation. However, to our knowledge, it has not
been demonstrated that differences in level can induce
obligatory stream segregation, i.e., segregation that occurs
even when the best performance in a task would be achieved
by hearing successive tones as integrated.

The current study had two main goals: first to quantify
the differences in the effective excitation level produced by
the stimuli of Robertset al. ~2002!; second to measure both
subjective and obligatory stream segregation as a function of
the difference in level between successive tones. In experi-
ment 1, the C-, A-, and R-phase stimuli were used as forward
maskers, to quantify the differences in effective excitation
level produced by the phase manipulations. The data from
experiment 1 were used to select the level differences used in
experiments 2 and 3; in the latter, the effects of differences in
level on streaming were explored for the same rhythm dis-
crimination and subjective streaming tasks as used by Rob-
erts et al. ~2002!. In these two experiments, the A and B
tones in a given condition were identical in passband and
component phase relationship, but differed in level. Experi-
ments 2 and 3 were intended to allow us to assess whether
differences in effective excitation level of the stimuli used by
Robertset al. were sufficient to account for the phase-based
streaming effects observed by them.

II. EXPERIMENT 1: ESTIMATION OF EXCITATION
LEVELS USING FORWARD MASKING

In experiment 1, differences in the effective excitation
levels of the complex tones were estimated by determining
the forward-masked thresholds of pure-tone signals at six
different frequencies. The forward-masked threshold of a
signal is usually assumed to be monotonically related to the
amount of excitation produced by the masker at the signal
frequency ~Plomp, 1964a; 1964b; Houtgast, 1972; Moore
and Glasberg, 1983b!. The masked threshold as a function of
the signal frequency provides a measure of the profile of
excitation produced by the masker across frequency. Several

different masker levels were used so that differences in for-
ward masking across masker types could be expressed as
differences in effective excitation level.

A. Subjects

The same six subjects were tested in all experiments
described in this paper. All had normal hearing, with thresh-
olds at the standard audiometric frequencies that were within
20 dB of the ANSI standard~ANSI, 1969!. Three were au-
thors B.G., P.M., and T.S., the first and third of whom had
previously participated in psychoacoustic experiments. The
other subjects were paid for their services. Subject ages were
20, 20, 21, 23, 31, and 56. Details of training are given in the
following.

B. Stimuli and apparatus

The stimuli were a subset of those used by Robertset al.
~2002!. The maskers were harmonic complex tones with F0
5100 Hz. These complexes were bandpass filtered between
1250 and 2500 Hz, so that all the components within the
passband were unresolved~Plomp, 1964a; Moore and
Ohgushi, 1993!. Components within the passband all had
equal amplitude, and those outside were attenuated with
slopes of 80 dB/octave. Components whose level would have
been more than 60 dB below the level of the components
within the passband were omitted. All maskers had a total
duration of 200 ms, including 10-ms onset and offset ramps.
Maskers were presented at three different levels, 48, 58, and
68 dB SPL per component, which is equivalent to overall
masker levels of 60, 70, and 80 dB SPL. Components were
added in one of the three starting phase relationships de-
scribed in Sec. I: cosine~C!, alternating~A!, and random~R!.
For the R stimuli, the component starting phases were fixed
within a run, but component phases were chosen randomly at
the start of each run, and differed across runs.

Previous research has shown that the forward masking
produced by periodic complex tones depends little, if at all,
on the point during the masker cycle at which the masker is
turned off ~Carlyon and Datta, 1997; Gockelet al., 2003;
Moore et al., 2004!. To check that this was the case for our
stimuli, this ‘‘offset point’’ was systematically varied. For
each masker phase, level and signal frequency, three differ-
ent offset points were used; the masker offset ramp started 0,
3.33, or 6.67 ms relative to ‘‘zero’’ time in a given period of
the masker. For the C and A maskers, this zero time corre-
sponded to a peak in the masker wave form. Similar to the
approach taken by Mooreet al. ~2004!, we intended to treat
the data obtained with the different offset points as repeti-
tions if no significant effect of masker offset was found, and
to use the mean of such data in further analyses.

The signals were pure tones with 10-ms raised-cosine
onset and offset ramps and no steady-state portion, making a
total duration of 20 ms. The signal frequencies were 1000,
1250, 1650, 2050, 2500, and 3000 Hz. The delay between
the offset of the masker and the onset of the probe was 0 ms.
There were in total 162 conditions~3 masker phases, 3 lev-
els, 3 offset times, and 6 signal frequencies!.
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All stimuli were generated using a Tucker-Davis Tech-
nologies System II. The frequency-shaped complex stimuli
were calculated on-line using a TDT AP-2 processor card.
Stimuli were played out at a sampling rate of 50 kHz with 16
bit resolution using a TDT DD1 DAC. Stimuli were then
passed through a TDT PA4 programmable attenuator, a TDT
SM3 summer, a TDT HB6 headphone buffer, a Hatfield 2125
manual attenuator, and a single earpiece of a pair of Senn-
heiser HD580 headphones. All listening was performed in an
Industrial Acoustics double-walled sound attenuating cham-
ber.

C. Procedure

Forward-masked thresholds were obtained using a three-
interval forced-choice adaptive tracking procedure. A trial
consisted of three bursts of the masker, separated by 500 ms,
one of which, selected at random, was followed by the sig-
nal. Each interval was marked by a numbered LED on a
response box, and subjects responded by pressing the corre-
sponding numbered button. The 79.4% point on the psycho-
metric function was estimated using a three-down one-up
rule ~Levitt, 1971!, whereby the signal level was decreased
by one step after three consecutive correct responses, and
increased by one step after each incorrect response. Each run
was continued until twelve turnpoints had been obtained.
The step size was 5 dB until four turnpoints occurred, and 2
dB thereafter. The threshold was taken as the arithmetic
mean of the levels at the last eight turnpoints. The level of
the signal at the start of a run was 45 dB SPL when the
masker level was 60 dB SPL and 55 dB SPL when the
masker level was 70 or 80 dB SPL. Absolute thresholds for
the signals were measured using the same procedure.

The order of testing of the 162 conditions was chosen to
reduce practice and order effects. The signal frequencies
were presented in ascending order for one half of the sub-
jects, and in descending order for the other half. The masker
phase was changed every six runs, in the order C, A, R for
two subjects, A, R, C for another two, and R, C, A for the
final two. For all subjects, the masker level was changed
every 18 runs in the order of 60, 70, and 80 dB SPL. The
masker starting-phase offset was changed every 54 runs in
the following order: 6.67, 0, and 3.33 ms for two subjects, 0,
3.33, and 6.67 ms for two more subjects, and 3.33, 6.67, and
0 ms for the remaining two. Subjects typically required
around ten 1.5-h sessions to complete all the conditions.

Prior to the test runs, subjects were given a block of 12
practice runs. These included examples of all signal frequen-
cies, masker levels, and phase relationships, in order to fa-
miliarize subjects with the range of stimuli. The last four
runs in the practice block were all identical, to check whether
the performance of the subject had stabilized. If the threshold
estimates for these four runs covered a range of more than 10
dB, the subject was given extra practice.

D. Results

The absolute threshold for each probe frequency was
subtracted from each masked threshold, so all results are
expressed as amount of masking. The pattern of results was

similar across subjects and so the results were averaged
across subjects. A four-way within-subjects ANOVA was per-
formed, the factors being probe frequency~1000, 1250,
1650, 2050, 2500, and 3000 Hz!, masker phase~C, A, or R!,
masker level~60, 70, or 80 dB! and masker-phase offset~0,
3.33, or 6.67 ms!. No significant effect of masker-phase off-
set was found, nor any interaction of phase offset with other
factors. Hence, the arithmetic mean across offsets is used in
all subsequent discussion and figures. The mean amounts of
masking for each masker level are shown in the three panels
of Fig. 1.

There was a significant increase in the amount of mask-
ing with increasing masker level; F~2,10!5220.1,p,0.001.
Mean amounts of masking were 16.2, 19.5, and 23.3 dB for
the 60, 70, and 80 dB maskers, respectively. The main effect
of phase was also highly significant; F~2,10!565.0, p
,0.001. Mean amounts of masking were 18.1, 18.2, and
22.6 dB for C, A, and R phase, respectively. The C- and
A-phase stimuli produced masking patterns that were very
similar to each other, and the difference in amount of mask-
ing was not significant according to the least-significant dif-
ferences~LSD! test; t(10)50.16. In contrast, the R-phase

FIG. 1. Masking patterns~amount of masking as a function of signal fre-
quency! for maskers with C, A, and R phases. The three panels show, from
the top down, the mean thresholds obtained at the three different overall
masker levels of 60, 70, and 80 dB SPL. The symbols for the different types
of maskers are offset slightly along thex axis for clarity. Error bars show
standard deviations across subjects.
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masker produced more masking than the C- or A-phase
maskers, and the difference was significant in both cases: R
versus C,t(10)59.95, p,0.001; R versus A,t(10)59.79,
p,0.001. The effect of frequency was highly significant;
F~5,25!516.09, p,0.001. There were significant interac-
tions between phase and frequency~F~10,50!520.23, p
,0.001), masker level and frequency~F~10,50!56.13, p
,0.001) and between phase, masker level and frequency
~F~20,100!52.43,p50.002).

Growth-of-masking functions, plots of amount of mask-
ing as a function of masker level, are shown in Fig. 2. The
functions are roughly straight lines. The R-phase maskers
produced more masking than the C- and A-phase maskers for
all frequencies except 1000 Hz. Figure 3 shows the growth-
of-masking functions averaged across the four frequencies
within the passband of the masker. Linear regression fits
were calculated for these growth-of-masking functions for
the R- and C-phase maskers~the fitted lines were almost
identical for the C- and A-phase maskers!. The former had a
slope of 0.44 and an intercept of24.62, while the latter had
a slope of 0.34 and an intercept of23.08. From these equa-
tions, it can be calculated that a C-phase masker at 70 dB
SPL would produce the same amount of masking as an
R-phase masker at 57.4 dB—a difference of 12.6 dB. Thus,

the ‘‘effective excitation’’ of the C-phase masker is 12.6 dB
less than that of the R-phase masker.

E. Discussion

Our results confirm the expectation that the maskers
evoking waveforms with high peak factors on the basilar
membrane~C and A phase! would produce less forward
masking than the masker evoking waveforms with low peak
factors ~R phase!. The shapes of the masking patterns re-
semble those presented by Gockelet al. ~2003!, in showing
peaks for signal frequencies close to the edges of the masker
passband. Also, the dip for frequencies well within the
masker passband was smaller for R phase than for C or A
phase; this is supported by the significant interaction of
phase and frequency found in the ANOVA. This again re-
sembles the findings of Gockelet al. for C and R phase~they
did not use A phase!. The peaks at the edges of the masker
passband probably arise partly from the influence of lateral
suppression. Suppression within a broadband sound occurs
both from low frequencies toward higher ones and vice versa
~Houtgast, 1974; Javel, 1981; Ruggeroet al., 1992!. Sup-
pression is strongest in a given frequency region when there
is suppression from both lower and higher regions, i.e., when
the frequency is well within the spectral range of the sound.
Toward the spectral edge of the sound, there is effectively a
release from suppression, which results in enhancement of
the edge~Houtgast, 1972; 1974!.

For the C- and A-phase stimuli, a second factor may
have played a role in producing the peaks close to the edges
of the masker passband. The data are consistent with the
idea, discussed in Sec. I, that maskers evoking waveforms
with high peak factors on the basilar membrane tend to pro-
duce less forward masking. At the places on the basilar mem-
brane tuned to the edges of the masker passband, the wave-
forms evoked by the C- and A-phase maskers would have
had lower peak factors than for places tuned well within the

FIG. 2. Growth-of-masking functions for each signal frequency. Each panel
shows the function obtained for each masker phase at a given signal fre-
quency. Error bars show standard deviations across subjects.

FIG. 3. Growth-of-masking functions for each masker phase, averaged
across the four signal frequencies within the passband of the masker. Error
bars show standard deviations across subjects.
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masker passband. This would happen because, for a given
place on the basilar membrane, masker components falling
well outside the passband for that place are required to pro-
duce waveforms with high peak factors; see Alca´ntaraet al.
~2003!.

As can be seen in Fig. 1, for the lowest signal frequency
within the masker passband~1250 Hz!, there was no phase
effect for the two lower masker levels. However, for the
highest signal frequency within the masker passband~2500
Hz!, a phase effect occurred for all three masker levels. This
may be related to the greater bandwidth of the auditory filter
at the higher of these two frequencies, which would allow
greater interaction of masker components.

The major conclusion to be drawn from this experiment
is that there were clear differences in the forward masking
produced by the R-phase masker on the one hand and the C-
and A-phase maskers on the other hand. This implies that the
R-phase masker differed from the other maskers in effective
excitation level. This difference might have contributed to
the streaming effects found by Robertset al. ~2002!. How-
ever, the fact that no differences in forward masking were
found for the C- and A-phase maskers implies that these two
maskers evoked very similar excitation patterns. Therefore,
the streaming found by Robertset al. for the C and A stimuli
cannot be explained in terms of differences in effective ex-
citation level.

III. EXPERIMENT 2: MEASUREMENT OF
LEVEL-BASED STREAMING USING
RHYTHM DISCRIMINATION

Experiment 2 investigated the effects that differences in
effective excitation level might have on the process of
obligatory stream segregation~Bregman, 1990!, using the
rhythm discrimination paradigm of Robertset al. ~2002!. If
level differences between successive tones lead to increases
in asynchrony detection thresholds, this would suggest that
obligatory stream segregation can be produced by level dif-
ferences alone. Comparison of the magnitude of any such
effects with the effects observed by Robertset al., together
with the results of experiment 1, would allow us to determine
whether any of their results could be explained purely in
terms of differences in effective excitation level.

A. Stimuli

The stimuli were very similar to the C- and R-phase
complex-tone maskers used in experiment 1. They differed
only in that they were shorter—60 ms including onset and
offset ramps of 10 ms—and they were presented over a range
of different levels. Tones in one set~A tones! were always
presented at an overall level of 70 dB SPL, and tones in the
second set~B tones! were presented at levels that were 0, 1,
3, 5, 10, or 15 dB lower. Pairs of tones always had the same
phase i.e., C with C and R with R. Continuous pink noise
was added to mask possible combination tones~Smooren-
burg, 1972; Pressnitzer and Patterson, 2001!. The noise was
produced using an Ivie model IE-32 DB noise generator. The
noise had a spectrum level of 27 dB at 100 Hz, and it was
low-pass filtered at 800 Hz, using a Kemo VBF8/04 filter
~slope 96 dB/oct!. The rest of the equipment was identical to

that used in experiment 1, and the pink noise was added to
the other stimuli using the same TDT SM3 summer that was
used to mix the A and B tones.

B. Procedure

Obligatory streaming was examined using the rhythm
discrimination procedure of Robertset al. ~2002! ~experi-
ment 1!, which was itself based on the paradigm of Cusack
and Roberts~2000! ~experiment 2!. An alternating sequence
of A and B tones was presented. Subjects were required to
detect the change in the relative timing of the two sets of
tones. In a control sequence, the timing of the A and B tones
stayed perfectly regular: there was 40 ms of silence follow-
ing each 60 ms tone, resulting in one onset every 100 ms.
Twelve tones of each type were presented, making the whole
stimulus sequence 2400 ms in duration. In a test sequence, a
delay (DT) was introduced cumulatively between the B
tones. A schematic diagram of the stimulus sequence and
possible percepts is shown in Fig. 1 of Robertset al. ~2002!.
The first portion of the sequence~the first six pairs of tones!
maintained isochrony, being identical to the control sequence
during this portion. This was to allow for the build-up of
stream segregation, which can take a little time; the build-up
can be as long as 3–4 s, but for the rapid sequences of brief
tones used here, it tends to occur much more rapidly than
this ~Bregman, 1978; Bregmanet al., 2000!. During the sec-
ond portion of the test sequence, over the next four pairs of
tones, a cumulative delay was introduced. A total delay of
4DT was reached and maintained for the final two pairs of
tones, which were maximally anisochronous. The delay was
introduced progressively in this manner to minimize the use-
fulness of attending to the timing of B tones alone, in pref-
erence to attending to the overall temporal pattern. An adap-
tive two-interval forced-choice procedure was used, where
subjects were required to select the randomly assigned inter-
val that contained the test sequence. The delay was adjusted
logarithmically, using a three-down one-up rule~Levitt,
1971!. A run terminated when six turnpoints had been ob-
tained. The initial delay was 10 ms. This was the maximum
possible, because the total cumulative delay would be 40 ms,
which is the longest delay that could fit in the initial 40 ms
offset–onset interval between the B and A tones. For the first
two turnpoints, delays were adjusted by a factor of 1.414
~square root of 2!. For the final four turnpoints, delays were
adjusted by a factor of 1.189~fourth root of 2!. The recorded
threshold was taken as the geometric mean of the delays at
the last four turnpoints. If the standard deviation of the loga-
rithmic values of the last four turnpoints exceeded 0.2, that
run was rejected and a replacement run was conducted.
There were no occurrences of this beyond the initial training
period. The final threshold recorded for each condition was
the geometric mean of the values from three such runs.

C. Results and discussion

The pattern of results was broadly similar across sub-
jects, and Fig. 4 shows the group averages~geometric
means! across all six subjects. The asynchrony detection
threshold, expressed as cumulative delay (4DT), is plotted
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as a function of the level difference between the A and B
tones. The thresholds increase with increasing level differ-
ence once the difference exceeds 3 dB. A two-way within-
subjects ANOVA was performed with factors level difference
~0, 1, 3, 5, 10, or 15 dB! and phase~C–C, or R–R!. The
effect of level difference was highly significant; F~5,25!
528.47;p,0.001. The mean thresholds were: 0 dB–5.84, 1
dB–5.03, 3 dB-6.44, 5 dB-8.05, 10 dB-12.35, 15 dB-13.57
ms. The effect of phase was not significant; F~1,5!52.96; p
50.146. The mean thresholds were: R–R—8.16, C–C—
8.92 ms. The interaction between phase and level difference
was not significant; F~5,25!51.06,p50.404.

A one-tailed LSD test was used to assess the significance
of the differences between mean thresholds for the level dif-
ference factor. The use of a one-tailed test is justified by our
hypothesis that an increase in level difference would increase
the delay detection threshold. Pairwise comparisons showed
that there was a significant difference between the 0 and 5
dB conditions@ t(25)52.33,p,0.05] and between the 5 and
10 dB conditions@ t(25)54.54,p,0.001]. However, the dif-
ference between the 10 and 15 dB conditions was not sig-
nificant @ t(25)51.29#.

It seems likely that the effects of level differences on
rhythm discrimination found here were due mainly to stream
segregation based on the level differences. However, it is
important to consider alternative possibilities. One alterna-
tive explanation is that the level differencesper se led to
poorer discrimination. The rhythm discrimination task may
be considered as comparable to the task of detecting changes
in the silent interval between successive tones. Interval dis-
crimination is impaired by large differences in level between
successive stimuli~Divenyi and Danner, 1977!. However, the
data of Divenyi and Danner show that the threshold for dis-
crimination of a silent interval worsens by only a factor of
about 1.5 when the level difference of the ‘‘markers’’ bound-

ing the interval increases from 0 to 25 dB~data were not
presented for smaller level differences!. Our data show that
the delay detection threshold increased by a factor of about
2.3 when the level difference between successive tones was
increased from 0 to 10 dB. Therefore, it seems unlikely that
the effects of levelper seon interval discrimination can ac-
count for all of the effect found in our experiments.

Another possibility is that there was forward masking of
the lower-level~B! tones by the higher-level~A! tones. How-
ever, the silent interval between the A tones and the B tones
was always at least 40 ms. Given that the level of the A tones
was 70 dB SPL, the masked threshold of abrief tone pip
presented 40 ms after the A tones would be below about 40
dB SPL~Jesteadtet al., 1982; Moore and Glasberg, 1983a!.
Since the level of the B tones was always 55 dB or more, we
can conclude that even the onsets of the B tones would not
have been masked by the A tones.

In summary, the results suggest that level differences
can produce obligatory stream segregation. The effect was
significant with a level difference of only 5 dB. This is
smaller than the difference in effective excitation level of
12.6 dB between the C- and R-phase tones, as estimated
from experiment 1. Therefore, the results suggest that at least
part of the obligatory streaming found by Robertset al.
~2002! for alternating C- and R-phase tones with the same
physical level might have been the result of differences in
effective excitation level.

IV. EXPERIMENT III: SUBJECTIVE MEASUREMENT
OF STREAMING BASED ON LEVEL DIFFERENCES

Experiment 2 provided an indirect yet objective measure
of stream segregation based on level differences alone. The
third experiment also investigated stream segregation pro-
duced by level differences, but this time using subjective
reporting of the percept—whether a pattern of alternating
tones appeared to be integrated or segregated. As well as
providing a direct measure of stream segregation, the use of
this commonly employed paradigm allowed direct compari-
son with other studies using level differences~van Noorden,
1975!.

A. Stimuli

The stimuli were the same as those used in experiment
2, having either C or R component phase. The complex tones
had a total duration of 60 ms, including 10-ms raised-cosine
onset and offset ramps. There were two alternating tones, A
and B, in each stimulus sequence; A and B had the same
phase characteristic~both C or both R!. The particular set of
random phases for the R–R stimuli was chosen indepen-
dently at the start of each trial, and was different for the A
and B tones. Possible consequences of this are discussed
later. The A tones had a level of 70 dB SPL, while the B
tones had a level 0, 1, 3, 5, 10, or 15 dB lower. To mask
possible combination tones, pink noise with a spectrum level
of 27 dB at 100 Hz, low-pass filtered at 800 Hz, was added.
The equipment used was identical to that used in experiment
2.

FIG. 4. The delay detection thresholds from experiment 2. The ordinate
shows the total cumulative delay~i.e., 4DT) on a logarithmic scale, while
the abscissa shows the level difference~in dB! between the A and B tones.
The values plotted are the geometric means of the data for all subjects. Error
bars show~geometric! standard deviations across subjects.
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B. Procedure

The procedure was essentially the same as that used by
Roberts~2002! ~experiment 2!, which was itself based on the
stimulus sequence of van Noorden~1975! and the method of
Anstis and Saida~1985!. The tones were presented in an
ABA IABA I... pattern. There was 40 ms of silence between
each tone, except for the 140 ms silences denoted byI. Thus,
one ABAI cycle lasted 400 ms. This pattern was presented
75 times, making the total duration of each sequence 30 s.
The sequence could be perceived as integrated, with a char-
acteristic ‘‘galloping’’ rhythm, or as segregated, in which
case two streams were heard, each of which had a regular
isochronous rhythm, with the A stream twice as fast as the B
stream. During an extended sequence, the percept could
‘‘flip’’ backwards and forwards between integration and seg-
regation. Thus, a measure of the time that each was per-
ceived was used. Subjects pressed a single button on the
response box whenever the percept changed between integra-
tion and segregation. The current status was shown on the
response box using two LEDs. Subjects were told they were
free to press the button as many times as they liked during a
trial. If the percept was ambiguous, subjects were asked to
select whichever was dominant. The measure recorded was
the percentage of time that segregation was perceived.

Twelve combinations of stimuli were used, with six
level differences~where tone B was 0, 1, 3, 5, 10, or 15 dB
lower in level than tone A!, and two phase combinations
~C–C and R–R!. Each stimulus combination was presented
six times, making a total of 72 runs, which were all com-
pleted within a single session. Subjects were given practice
with a few example trials, including ones with 0 and 15 dB
level difference, to familiarize them with the sounds of the
combinations least and most likely to segregate, respectively.
The final segregation percentages used were the arithmetic
mean across the six trials.

C. Results

The general pattern of the results was similar across sub-
jects, except that two subjects indicated very little stream
segregation for the C–C stimuli, whatever the level differ-
ence between them. Also, one~different! subject indicated
some stream segregation for the C–C stimuli even when
there was no level difference. Figure 5 shows the arithmetic
mean scores across subjects. The percentage of time that the
subjects reported a segregated percept is plotted as a function
of the level difference between the A and B tones. The pat-
tern of results is not as clear as for the objective measure-
ment task of experiment 2. The subjective nature of experi-
ment 3 apparently led to greater variability in the results.
However, there is a general trend for segregation to increase
with increasing level difference. This was supported by the
results of a within-subjects ANOVA, with factors level dif-
ference~0, 1, 3, 5, 10, 15 dB between A and B! and phase
~C–C, or R–R!. The main effect of level difference was
highly significant; F~5,25!58.20;p50.001. The mean scores
were: 0 dB—10.4, 1 dB—12.8, 3 dB—12.5, 5 dB—23.0, 10
dB—32.0, 15 dB—45.2%. Pairwise comparisons within the
level difference factor were conducted using an LSD test.

Again, a one-tailed t-test was used~critical value51.708;p
,0.05), given the assumption that segregation would in-
crease as level difference increased. There was a significant
increase in segregation between the 0 and 5 dB conditions
@ t(25)51.85#, and also between the 5 and 15 dB conditions
@ t(25)53.26#.

There was also a significant main effect of phase; F~1,5!
57.46; p50.041. Mean scores were: R–R—28.6, C–C—
16.8%. There was no significant interaction between phase
and level difference.

D. Discussion

The smaller amount of stream segregation for the
C-phase stimuli may be related to the finding that, in experi-
ment 1, the growth-of-masking functions were less steep for
C-phase than for R-phase maskers~see Figs. 2 and 3!. Simi-
lar effects were reported by Gockelet al. ~2003! and by
Moore et al. ~2004!. This may indicate that the rate of
change of excitation level with physical level is lower for
C-phase than for R-phase stimuli. Hence, in our experiment
3, the physical difference in level between the A and B tones
may have led to smaller differences in effective excitation
level for the C-phase tones than for the R-phase tones, and
this may, in turn, have led to reduced subjective segregation
for the C-phase than for the R-phase tones. However, it is
curious that no comparable effect was found in experiment 2.

Another possible factor contributing to the phase effect
found in experiment 3 is connected with the fact that, in the
R–R phase condition, different phase randomizations were
used for the A and B tones. When there was 0 dB level
difference, only one subject reported any stream segregation
for the C–C stimuli, yet three subjects reported some degree
of segregation for the R–R stimuli. This could have been due
to the different phases for the A and B tones in the R–R
stimuli, which may have led to small timbre differences.

FIG. 5. Subjective streaming results for experiment 3. The percentage of
time that a 30 s sequence of ABAIABA I... tones was perceived as segre-
gated is plotted as a function of the level difference~in dB! between the A
and B tones. The arithmetic means across subjects are shown. Error bars
show standard deviations across subjects.
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These timbre differences may also have contributed to
stream segregation when there was a difference in level of
the A and B tones.

The results found in experiment 3 are broadly consistent
with the results of van Noorden~1975! for sequences of pure
tones that alternated in level. He found that the fission
boundary, the smallest difference in level required to hear
two streams, was about 4 dB when the time between the
onsets of successive tones was 100 ms~the same as in our
experiment!.

V. GENERAL DISCUSSION

The experiments reported here were motivated by the
study of Robertset al. ~2002!. They set out to test the pe-
ripheral channeling hypothesis of Hartmann and Johnson
~1991!, by seeing if stream segregation could be produced
using stimuli that excited identical auditory channels but dif-
fered in temporal structure. Their results showed that robust
stream segregation occurred between pairs of stimuli that
differed only in the relative phases of their components. This
was interpreted as indicating that stream segregation can be
induced by differences in temporal structure alone. The re-
sults presented here suggest that, for some, but not all, of the
stimulus pairs used by Robertset al. ~2002!, the stream seg-
regation might have been partly caused by differences in
effective excitation level.

In experiment 1, we measured the forward masking pro-
duced by the stimuli of Robertset al. ~2002!, using a range
of levels around the level used by them. It was found that the
C- and A-phase stimuli produced almost identical forward
masking, for all masker levels. Thus, the stream segregation
found by Robertset al. ~2002! for alternating C- and A-phase
stimuli was probably based entirely on differences in tempo-
ral structure between the C- and A-phase stimuli, and not on
differences in effective excitation level.

Experiment 1 also showed that the R-phase stimuli pro-
duced significantly more forward masking than the C- and
A-phase stimuli. From the growth-of-masking functions, we
estimated the difference in effective excitation level between
the C-phase and R-phase maskers to be 12.6 dB. Thus the
stream segregation observed previously for alternating C-
and R-phase stimuli~Robertset al., 2002! might have been
partly based on differences in effective excitation level.

Experiment 2 demonstrated that obligatory stream seg-
regation, as measured with a rhythm discrimination task, oc-
curs with complex stimuli that differ only in level. Experi-
ment 3 showed similar effects for the subjective reporting of
stream segregation. Both experiments showed that a level
difference of 5 dB is sufficient to induce some stream segre-
gation. Given that the effective excitation level of the
C-phase and R-phase stimuli was estimated in experiment 1
to differ by over 10 dB, these results suggest that some of the
stream segregation observed previously for alternating C-
and R-phase stimuli~Robertset al., 2002! could have been
caused by differences in effective excitation level.

We consider next whether the differences in effective
excitation level estimated in experiment 1 are of sufficient
magnitude to account completely for the degree of stream
segregation observed for alternating C- and R-phase stimuli.

The results of experiment 2 showed that a level difference of
10–15 dB~which spans the estimated difference in effective
excitation level between the C- and R-phase stimuli! gives a
delay detection threshold of about 12 ms. However, the re-
sults of Robertset al. ~2002! show a delay detection thresh-
old of 26.5 ms for alternating C- and R-phase stimuli with
identical levels. This implies that, while a difference in ef-
fective excitation level may have made a contribution to the
streaming observed, it is not sufficient to wholly account for
it. Hence differences in temporal structure must have made a
contribution to the obligatory stream segregation observed
for alternating C- and R-phase stimuli.

Comparison of the subjective ratings across studies
yields a somewhat different conclusion. In experiment 3, the
percentage of time that subjects reported the sounds as seg-
regated was 26%–38%~mean 32%! for a level difference
between the A and B tones of 10 dB, which corresponds
roughly to the difference in effective excitation level be-
tween the C- and R-phase stimuli. For alternating C- and
R-phase stimuli with the same passband as ours, Roberts
et al. ~2002! found a percentage of segregation of only about
15%. Thus, differences in effective excitation level appear to
be sufficient to account entirely for the effects of phase on
subjective streaming found by Robertset al. for alternating
C- and R-phase stimuli. The difference across studies~32%
here versus 15% in Robertset al.! may be due to individual
differences, which can be substantial in tasks involving sub-
jective ratings of streaming~see the large error bars in Fig.
5!.

The results of Stainsbyet al. ~2004! support the idea that
stream segregation can be produced by differences in tempo-
ral structure alone. They conducted experiments using
stimuli and methods very similar to those of Robertset al.
~2002!, and to experiments 2 and 3 of the present paper, but
they tested subjects with cochlear hearing loss. For such sub-
jects, the difference in forward masking produced by
C-phase and R-phase maskers is much smaller than normal,
and in some cases there is no difference at all~Moore et al.,
2004!. Stainsbyet al. ~2003! found that stream segregation
due to differences in phase spectrum was robust in subjects
with cochlear hearing loss, and comparable to that found
previously in young normally hearing subjects. This was the
case both for alternating C- and A-phase stimuli and for al-
ternating C- and R-phase stimuli. The finding that both
obligatory and subjective stream segregation were similar for
hearing-impaired and normally hearing subjects for the alter-
nating C- and R-phase stimuli, suggests that differences in
effective excitation level between the C- and R-phase stimuli
do not play a major role in producing the stream segregation.

Overall, the present results are consistent with a growing
body of evidence indicating that stream segregation does not
require nonoverlapping excitation patterns of successive
sounds in the peripheral auditory system. Stream segregation
can be produced by differences between successive sounds
in: ~1! the F0 of complex tones containing only unresolved
harmonics ~Vliegen et al., 1999; Vliegen and Oxenham,
1999; Grimault et al., 2000!; ~2! the modulation rate of
amplitude-modulated white noise~Grimaultet al., 2002!; ~3!
temporal structure produced by manipulation of component
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phase, at least for C- versus A-phase stimuli~Robertset al.,
2002; Stainsbyet al., 2004!; and ~4! level ~Dowling, 1973;
van Noorden, 1975; and experiments 2 and 3 of the present
study!. Generally, the results are consistent with the proposal
of Moore and Gockel~2002! thatanysufficiently salient per-
ceptual difference between successive tones can induce
stream segregation.
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Temporal effects in simultaneous masking with on-
and off-frequency noise maskers: Effects of signal frequency
and masker level
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Temporal effects in simultaneous masking were measured as a function of masker level for an
on-frequency broadband masker and an off-frequency narrow-band masker for signal frequencies of
750, 1730, and 4000 Hz. The on-frequency masker was 10 equivalent rectangular bandwidths
~ERBs! wide and centered at the signal frequency; the off-frequency masker was 500 Hz wide and
its lower frequency edge was 1.038 ERBs higher in frequency than the signal. The primary goal of
the study was to determine whether previously observed differences regarding the effects of signal
frequency and masker level on the temporal effect for these two different types of masker might be
due to considerably different signal levels at threshold. Despite similar masked thresholds, the
effects of signal frequency and masker level in the present study were different for the two masker
types. The temporal effect was significant for the two highest frequencies and absent for the lowest
frequency in the presence of the broadband masker, but was more or less independent of frequency
for the narrow-band masker. The temporal effect increased but then decreased as a function of level
for the broadband masker~at the two higher signal frequencies, where there was a temporal effect!,
but increased and reached an asymptote for the narrow-band masker. Despite the different effects of
signal frequency and masker level, the temporal effects for both types of masker can be understood
in terms of a basilar-membrane input–output function that becomes more linear during the course
of masker stimulation. ©2004 Acoustical Society of America.@DOI: 10.1121/1.1689344#

PACS numbers: 43.66.Dc, 43.66.Mk, 43.66.Ba@MRL# Pages: 1674–1683

I. INTRODUCTION

The threshold for a brief signal masked by a long-
duration broadband noise can be 10–20 dB higher when that
signal is located near the beginning of the masker than when
it is located near the temporal center or end of the masker.
Zwicker ~1965a, b! dubbed this effect ‘‘overshoot.’’ Several
possible explanations have been proposed for overshoot. One
is that it represents a sharpening of the critical band with
time ~Green, 1969!. According to this explanation, the de-
crease in threshold over time arises from the decrease in
overall noise in the critical band. Although frequency selec-
tivity measured psychophysically does indeed narrow with
time ~e.g., Bacon and Viemeister, 1985; Wright, 1997!, the
degree of sharpening is insufficient to account for such a
large temporal effect. For example, recent estimates~Bacon
et al., 2002! indicate that the critical band or auditory filter
decreases by less than a factor of 2, which would account for
less than 3 dB of the temporal effect.

Another explanation for overshoot is that it represents
peripheral adaptation. This is based on the fact that the re-
sponse of an auditory-nerve fiber to a long-duration masker
will decrease with time, whereas the response to a brief sig-
nal will not ~Smith and Zwislocki, 1975; Smith, 1979!, and
thus the neural signal-to-masker ratio will increase with time.
However, adaptation would not be expected to account for
more than about 3–5 dB of the temporal effect~Smith and
Zwislocki, 1975!. Furthermore, because overshoot depends
upon the masker energy outside the critical band centered at

the signal frequency~Zwicker, 1965a; McFadden, 1989; Ba-
con and Smith, 1991!, it is unclear whether adaptation of
auditory-nerve fibers tuned to the signal frequency can ac-
count forany of the effect.

More recently, it has been suggested that overshoot is
related to the compressive input–output~I–O! function of
the basilar membrane~von Klitzing and Kohlrausch, 1994!.
This function is often characterized as linear or nearly linear
at low and high levels, but compressive at levels between
about 40 and 80 dB SPL~e.g., Ruggero and Rich, 1991!.
Because the level of the brief signal is usually much higher
than the overall level of the noise in the auditory filter cen-
tered at the signal frequency, the signal and masker some-
times will be on different portions of the I–O function. The
especially high thresholds for a signal at or near masker on-
set~Bacon, 1990! appear to occur when the masker is on the
lower, linear portion of the function and the signal is on the
middle, compressive portion~von Klitzing and Kohlrausch,
1994; Strickland, 2001; Bacon and Oxenham, 2004!. Al-
though compression may play an important role in over-
shoot, it is important to note that basilar-membrane mechan-
ics do not—by themselves—change over time, and thus
some other factor must be involved in the decrease in thresh-
old over time. One possibility is that the amount of basilar-
membrane compression decreases by means of an efferent
feedback loop mediated via the influence of the medial olivo-
cochlear bundle on the outer hair cells~Schmidt and
Zwicker, 1991; Turner and Doherty, 1997; Bacon and Liu,
2000; Strickland, 2001!.
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The compression explanation is appealing because it can
account for several aspects of overshoot, including the ef-
fects of signal duration, signal frequency, masker bandwidth,
masker level,1 and cochlear hearing loss~see von Klitzing
and Kohlrausch, 1994!. Some of these effects are discussed
below in more detail.

A large temporal effect in simultaneous masking also
exists for off-frequency narrow-band noise or tonal maskers
~e.g., Green, 1969; Fastl, 1977; Bacon and Viemeister, 1985!,
and there are certain similarities between that effect and
overshoot~see Bacon and Healy, 2000, for a review!. For
example, they both~1! have time courses on the order of
100–200 ms;~2! depend primarily upon masker energy
above the signal frequency; and~3! are reduced by cochlear
hearing loss. These similarities might be construed as evi-
dence for similar underlying mechanisms, and hence as evi-
dence that basilar-membrane compression also plays a role in
the temporal effect with tonal maskers. However, there are
several differences in the temporal effect with the two differ-
ent types of masker which seemingly cast doubt on that pos-
sibility. Two of those are of particular interest here, namely
the effects of signal frequency and masker level.

The amount of overshoot depends dramatically upon
signal frequency. It is typically negligible for frequencies
below about 1000 Hz~but see McFadden, 1988!, but can be
20 dB or larger for frequencies considerably higher than that
~Zwicker, 1965a; Fastl, 1976; Elliott, 1965; Bacon and Taka-
hashi, 1992!. This frequency effect is consistent with physi-
ological ~Cooper and Yates, 1994; Cooper and Rhode, 1995!
and psychophysical~Lee and Bacon, 1998; Hicks and Bacon,
1999; Plack and Oxenham, 2000! evidence that the degree of
nonlinearity~and hence compression! is reduced in the apical
region of the cochlea~for recent evidence that compression
may not be reduced at low frequencies, however, see Lopez-
Povedaet al., 2003; Plack and Drga, 2003!. The temporal
effect with off-frequency tonal maskers, on the other hand, is
essentially independent of signal frequency for frequencies
from 500 to 4000 Hz~Bacon and Moore, 1986!, and thus
inconsistent with a frequency- or place-dependent nonlinear-
ity.

As the level of a broadband noise masker increases from
low to high levels, overshoot first increases but then de-
creases and often disappears at the highest masker levels
~Bacon, 1990; von Klitzing and Kohlrausch, 1994!. The tem-
poral effect with off-frequency tonal maskers, on the other
hand, increases with increases in masker level and either
continues to increase or reaches an asymptote at the highest
masker levels tested~Green, 1969; Bacon and Viemeister,
1985; Bacon and Moore, 1986!. The level effects with broad-
band noise maskers have been explained in terms of a
basilar-membrane I–O function that is compressive at mod-
erate levels but linear or at least less compressive at high
levels ~Strickland, 2001; Bacon and Oxenham, 2004!. It is
unclear whether the very different effect of level with off-
frequency tonal maskers can be similarly understood.

Despite the differing effects of signal frequency and
masker level for the two different types of masker, it may be
premature to rule out the possibility that basilar-membrane
compression is also involved in the temporal effect with off-

frequency narrow-band maskers. In particular, it is possible
that the conditions were not optimal in the previous studies
of tonal masking to observe effects of signal frequency and
masker level similar to those observed with noise maskers.
For example, to observe an effect of signal frequency, it
seems likely that the signal should be at a level where com-
pression is maximal at each frequency. This condition has
probably been met in the overshoot experiments, as the sig-
nal levels typically have been within the 60–80 dB range. In
the tonal masking study by Bacon and Moore~1986!, how-
ever, the signal level at masked threshold was either just
below or only somewhat above the estimated compression
threshold of 40 dB~averaged across subjects, the average
signal level was 39.6 dB SPL for the 60-dB masker and 51.8
dB SPL for the 80-dB masker!. Because the degree of com-
pression tends to reach its maximum at levels well above the
compression threshold~Ruggeroet al., 1997; Oxenham and
Plack, 1997; Wojtczaket al., 2001; Nelsonet al., 2001!, it is
highly likely that the signals were not at the optimal level to
observe the potential influence of compression on the tem-
poral effect with off-frequency narrow-band maskers.

Along those same lines, it is possible that the temporal
effect with tonal maskers has not declined at high levels
because the signal has never been at a sufficiently high level.
The decline in overshoot at high masker levels generally
corresponds to signal levels above about 75–80 dB SPL,
where the signal is likely near or on the more-linear portion
of the I–O function while the masker is on the compressive
portion. The signal in the tonal masking experiments, on the
other hand, rarely reaches a level near 60 dB SPL. This is
because the frequency of the masker is typically well above
the frequency of the signal. This maximizes the temporal
effect but minimizes the amount of masking. Another pos-
sible reason why the effect of level is different for on- and
off-frequency maskers is related to the form of the underly-
ing I–O functions. Although it is reasonable to assume that
the masker and signal operate on the same I–O function
~albeit at different levels! when the masker spectrally over-
laps the signal, the same may not be true when the masker
and signal do not overlap spectrally. Thus, if the signal and
off-frequency masker operate on I–O functions that are dif-
ferent in shape from one another, then the influence of level
on the temporal effect with an off-frequency masker would
not be expected to mimic that seen with broadband noise
maskers.

The primary purpose of the present study was to deter-
mine whether the differences in the effects of signal fre-
quency and masker level described above for the two masker
types are due to differences in the level of the signal at
masked threshold. To achieve high signal levels in the off-
frequency masking condition, a narrow-band noise masker
was used, because noise maskers can produce more masking
than tonal maskers when the masker is higher in frequency
than the signal~Mott and Feth, 1986; Glasberg and Moore,
1994!. Furthermore, to achieve as much masking as possible,
the noise was positioned closer in frequency to the signal
than is typically done with tonal maskers. A secondary pur-
pose was to evaluate whether the temporal effect with both
types of masker might be understood in terms of I–O func-
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tions that become less compressive during the course of
masker stimulation.

II. METHOD

A. Apparatus and stimuli

All stimuli were digitally generated and produced at a
50-kHz sampling rate using a digital array processing card
~TDT AP2! and one channel of a digital-to-analog converter,
or DAC ~TDT DD1!. The output of the DAC was low-pass
filtered at 8 kHz~TDT FT6!, attenuated~TDT PA4!, and
routed via a headphone buffer~TDT HB6! to a Sennheiser
HD250 headphone.

The signal was a pure tone of one of three frequencies
equally spaced on a logarithmic scale~750, 1730, or 4000
Hz!. For each signal frequency, two maskers were used. The
on-frequency masker was arithmetically centered at the sig-
nal frequency with a width of 10 critical bands or equivalent
rectangular bandwidths~ERBs; Glasberg and Moore, 1990!.
The frequency ranges of the maskers for the three signal
frequencies were 220–1280 Hz, 675–2785 Hz, and 1720–
6280 Hz, respectively. These bandwidths should be suffi-
ciently wide to yield maximum overshoot~Zwicker, 1965a;
Bacon and Smith, 1991!. The off-frequency masker was 500
Hz wide and was positioned such that its lower frequency
edge was 1.038 ERBs above the signal frequency. The fre-
quency ranges of the maskers were 866–1366 Hz, 1962–
2462 Hz, and 4500–5000 Hz, respectively. For both the on-
and off-frequency noises, a new sample was presented
during each observation interval.

The 10-ms signal was presented either at the beginning
~0-ms delay! or at the temporal center~195-ms delay! of the
400-ms masker. All stimulus durations included 5-ms cos2

rise/fall times, and all durations and delays were determined
from zero-voltage points. For the 4000-Hz signal, the masker
spectrum level ranged from25 to 45 dB SPL for the on-
frequency masker and from 15 to 69 dB SPL for the off-
frequency masker. Those ranges were truncated somewhat on
the low end for the other signal frequencies.

B. Procedure

Subjects were tested in a single-walled, sound-
attenuating booth located within a sound-treated room.
Thresholds were measured using an adaptive two-interval,
forced-choice procedure that estimates the 79.4%-correct
point on the psychometric function~Levitt, 1971!. The signal
was presented in one of the two intervals, and the subject’s
task was to indicate the interval that contained the signal.
Lights were used to indicate when the signal might occur and
to provide correct-answer feedback. The two observation in-
tervals were separated by 500 ms. A run started with the
signal level 10–15 dB above the estimated threshold; the
level was decreased following three correct responses and
increased following one incorrect response. The step size
was initially 5 dB, but was decreased to 2 dB following the
second reversal. Each run consisted of 12 reversals; the
threshold estimate for that run was the signal level averaged
over the last ten reversals. A run was included only if the
standard deviation of the threshold estimate was 5 dB or less.

Each threshold reported is the mean of at least three runs,
obtained over 3 separate days. If the standard deviation of
this mean exceeded 3 dB, an additional estimate was ob-
tained and included in the mean. This continued until the
standard deviation was less than 3 dB or until six estimates
were obtained. Ninety-four percent~271/288! of all the
means presented here had standard deviations less than 3 dB.

C. Subjects

Four individuals participated. They ranged in age from
21–28 years, and had thresholds of 15 dB HL or lower
~ANSI, 1996! for octave frequencies from 250 to 8000 Hz.
Subject S1~the second author! had prior experience as a
subject in similar experiments on temporal effects in simul-
taneous masking. The other subjects had 6 h ofpractice~2 h
for each of 3 days! prior to data collection. The practice
consisted of detecting a signal at masker onset, for all masker
levels and both masker types.

III. RESULTS AND DISCUSSION

A. Experimental results

The first two figures show the individual results in terms
of growth-of-masking functions for the conditions in which
the signal was either at the temporal center~Fig. 1! or at the
onset~Fig. 2! of the masker. Each column represents a dif-
ferent masker type and each row a different signal frequency.
These figures serve two purposes. First, they illustrate how
the slope or even the form of the masking functions might be
influenced by signal delay, signal frequency, and masker
type. Second, they allow a comparison of the signal level at
threshold for the two masker types.

For the most part, the functions appear to be described
reasonably well by a single straight line. However, there are
clear exceptions to this in Fig. 2, where some of the results
appear to be better represented by at least two segments.
Consequently, the masking functions in both figures were
fitted with the one, two, or three straight lines chosen to
minimize the squared deviations. An additional line was in-
cluded in the fit only if the variance accounted for increased
by at least 4.0%. The results of these regression analyses are
summarized in Table I. For the most part, the fit chosen was
a single straight line, although occasionally it was two
straight lines; in no instance did a third line improve the fit
by the criterion amount.

When the signal was at the temporal center of the
masker~Fig. 1!, all the masking functions were fitted quite
well by a single line. For the on-frequency masker, the slope
of the masking function for all signal frequencies was about
1.0. This is typical of simultaneous-masking results with
broadband maskers in steady-state conditions@i.e., with long
signals and long maskers~e.g., Hawkins and Stevens, 1950!
or short signals presented well after the onset of a long
masker~e.g., Bacon, 1990!#. For the off-frequency masker,
the slope of the masking function was typically less than 1.0,
and it decreased with increasing signal frequency. The slope
averaged across subjects was 0.94, 0.87, and 0.73 for the
signal frequencies of 750, 1730, and 4000 Hz, respectively.
Others also have found that the slope of the masking func-
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tion is less than 1.0 when the masker is higher in frequency
than the signal~e.g., Wegel and Lane, 1924; Egan and Hake,
1950!.

When the signal was at the onset of the masker~Fig. 2!,
a few of the masking functions were fitted better by two
straight lines than by one; these were restricted to the on-
frequency condition at the two highest signal frequencies.
For the off-frequency masker, the group average slope was
1.24, 1.16, and 0.97 for the signal frequencies of 750, 1730,
and 4000 Hz, respectively. Thus, the slope of the off-
frequency masking function decreased with increasing signal
frequency, as observed when the signal was at the temporal
center of the masker. This is in contrast to the situation with
the on-frequency masker, where the slope~or the initial
slope! was greater at the two highest frequencies~1.61 and
1.69! than at the lowest frequency~0.95!. For the cases in
which the masking function was fitted best with two lines,
the fits included a line with a slope considerably greater than
1.0 at moderate signal levels and a line with a slope less than

1.0 at high signal levels. Others~e.g., Bacon, 1990! have
observed similar, multisegment masking functions for a sig-
nal at the beginning of a broadband masker.

As seen in Figs. 1 and 2, there was considerable overlap
in the masked thresholds among subjects for some condi-
tions, whereas in others the thresholds diverged considerably.
For the off-frequency masker, the masked thresholds more or
less overlapped~750 Hz! or were displaced from one another
by the same amount at both delays~1730 and 4000 Hz!.
Thus, any individual differences were more or less indepen-
dent of signal delay. This was not true for the on-frequency
masker. In this case, the masked thresholds for the four sub-
jects overlapped at all three signal frequencies when the sig-
nal was at the temporal center of the masker~Fig. 1!, but
diverged from one another when the signal was at the onset
of the masker~Fig. 2!. Interestingly, they diverged only at
the two highest signal frequencies, and most prominently at
the highest frequency~4000 Hz!. Others have noted consid-
erable individual differences in conditions in which the sig-
nal is at or near the onset of a masker~e.g., Bacon, 1990;
Wright, 1995, 1997!.

The primary purpose of the present study was to com-
pare the effects of signal frequency and masker level on the
temporal effect for relatively broad on-frequency maskers
with that for relatively narrow off-frequency maskers under
conditions where the two maskers produce similar masked
thresholds. As can be seen in Figs. 1 and 2, masked thresh-

FIG. 1. Individual growth-of-masking functions for a 10-ms signal located
at the temporal center of a 400-ms masker. In the left column, the masker
was a noise centered at the signal frequency with a width of 10 critical
bands~see the text for cutoff frequencies!. In the right column, the masker
was a noise with a width of 500 Hz; the lower cutoff frequency of the noise
was 1.038 ERBs higher in frequency than the signal. The signal frequency
was 750 Hz~top row!, 1730 Hz~middle row!, or 4000 Hz~bottom row!. The
quiet thresholds~dB SPL! for the four subjects at those three frequencies
were: 16.9, 23.7, 23.1, 23.3~750 Hz!; 17.3, 22.2, 28.7, 26.0~1730 Hz!; and
15.1, 20.1, 25.3, 23.3~4000 Hz!. The dotted line without symbols is a linear
reference.

FIG. 2. As in Fig. 1, but for a signal located at the onset of the masker.
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olds were indeed similar for the two types of masker. The
temporal effect for these two maskers is shown in Fig. 3.
Despite the individual differences discussed above, the ef-
fects of signal frequency and masker level on the temporal
effect for the two masker types were generally similar across
subjects, and thus the results are presented as an average
across all four subjects.~The exception to this was the pat-
tern of results for S2, who showed little or no temporal effect
at 4000 Hz in the on-frequency condition. The group average
was nearly the same, however, regardless of whether or not
S2 was included.!

For the on-frequency masker, the temporal effect~over-
shoot! was negligible at the lowest signal frequency and was
as large as 10–15 dB at the two highest signal frequencies.
Furthermore, at the two highest frequencies, overshoot in-
creased but then decreased at high levels. For the off-
frequency masker, the temporal effect was more or less in-
dependent of signal frequency~the somewhat smaller effect
at 1730 Hz was due to S1 alone!, and it increased with in-
creasing masker level until it reached an asymptote at a value
of about 10–12 dB at the highest levels. For both masker
types, the effects of signal frequency and masker level were

similar to those seen in the literature~broadband noise
masker: Zwicker, 1965a; Fastl, 1976; Elliott, 1965; Bacon,
1990; Bacon and Takahashi, 1992; von Klitzing and Kohl-
rausch, 1994; off-frequency narrow-band masker: Green,
1969; Bacon and Viemeister, 1985; Bacon and Moore, 1986!,
indicating that the differences between the two masker types
cannot be explained by differences in signal level at thresh-
old.

B. Model fits

A secondary purpose of the present study was to evalu-
ate whether the temporal effect with both types of masker
might be understood in terms of I–O functions that become
less compressive over time as a function of masker stimula-
tion. This was addressed by using essentially the same ap-
proach that was used successfully by Strickland~2001! to
evaluate the possible role of basilar-membrane nonlinearity
in overshoot. In this approach, internal signal and masker
levels are the outputs of an I–O function representing the
basilar-membrane response, and thresholds represent some
criterion difference between those two outputs. In particular,
the I–O function is described with the following equation:

Lout5~0.51~x30.1!!3L in1502~x310!18.5

3S 12S 1

11exp~20.093~L in260!! D D , ~1!

whereL in andLout are input and output levels in dB, andx is
a free parameter that determines the degree of compression
reflected in the I–O function. Using this equation, Strickland
showed that overshoot could be understood as a decrease in
the amount of compression during the course of masker
stimulation ~reflected in the equation as an increase in the
value ofx!. The idea is shown schematically in Fig. 4. The
squares correspond to a broadband~on-frequency! masker,

TABLE I. Slope~s! andr 2 values corresponding to the linear regression fits to the masking functions in Figs. 1 and 2. A second segment~slope 2! was included
in the fit if the variance accounted for increased by at least 4%~i.e., if r 2 increased by at least 0.04!. See the text for more details.

Signal
freq ~Hz!

Masker type

On frequency Off frequency

S1 S2 S3 S4 S1 S2 S3 S4

Delay5195 ms
750 Slope 1 1.08 1.08 1.05 0.91 1.00 0.89 0.97 0.91

r 2 0.987 0.997 0.995 0.998 0.988 0.995 0.999 0.998
1730 Slope 1 0.98 1.02 1.07 0.99 0.87 0.78 0.97 0.87

r 2 0.988 0.998 0.999 0.992 0.967 0.983 0.992 0.962
4000 Slope 1 1.09 1.02 1.05 1.02 0.75 0.70 0.71 0.79

r 2 0.995 0.999 0.997 0.996 0.996 0.972 0.986 0.996

Delay50 ms
750 Slope 1 0.93 0.98 0.94 0.94 1.30 1.17 1.26 1.23

r 2 0.983 0.989 0.981 0.992 0.992 0.990 0.995 0.995
1730 Slope 1 1.56 1.78 1.01 2.09 1.16 1.13 1.10 1.26

Slope 2 0.54 0.80 ¯ 0.43 ¯ ¯ ¯ ¯

r 2 0.988 0.994 0.98 0.996 0.994 0.992 0.969 0.979
4000 Slope 1 1.83 0.99 1.21 2.74 1.01 0.96 0.89 1.02

Slope 2 0.49 ¯ ¯ 0.50 ¯ ¯ ¯ ¯

r 2 0.998 0.988 0.976 0.995 0.980 0.975 0.976 0.998

FIG. 3. Temporal effect averaged across all four subjects.
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whereas the diamonds correspond to a high-frequency signal,
which is greater in level than the masker because it is so
brief. The solid curve (x50) is assumed to reflect the I–O
function at onset, and the filled symbols represent the masker
and signal levels at threshold in the onset condition~the in-
put levels correspond to the stimulus levels themselves,
whereas the output levels correspond to the internal levels at
the basilar membrane!. The internal signal-to-masker ratio
(SMRi , the difference in output levels between signal and
masker! at threshold is about 10 dB. If the I–O function were
to become more linear during the course of masker stimula-
tion ~dashed line,x52), perhaps as a result of efferent feed-
back on the outer hair cells, then those same masker and
signal levels would result in a much larger SMRi . Thus, to
yield a constant SMRi , the level of the signal can be de-
creased, and that decrease represents overshoot. Thus, in this
scheme, overshoot reflects the fact that the decrease in com-
pression affects the signal and masker differentially, because
they are at different points on the I–O function.

Equation~1! was used to determine, among other things,
whether the temporal effect for both masker types could be
predicted by a change over time in the degree of compres-
sion at the basilar membrane. The details of the fitting pro-
cedure are described below. In all instances, the goal was to
find the value ofx that produced the smallest rms error be-
tween the obtained and predicted masked thresholds. Rather
than using individual masking functions, the equation was
fitted to the group average functions. Furthermore, in order

to use the same range of masker levels for all signal frequen-
cies, the lowest one~on-frequency! or two ~off-frequency!
masker levels at 4000 Hz were excluded from the analyses.
This had the additional consequence of keeping the range of
signal levels in the fits nearly the same for all conditions; that
range was about 45–90 dB SPL. Because the fitting proce-
dure was slightly different for the on- and off-frequency
maskers, they are considered separately.

For the on-frequency masker, the signal and masker
were assumed to be processed by the same I–O function
~i.e., the same value ofx was used for the signal and masker!,
although the masker was at a lower point on that function~as
in Fig. 4!. In these cases, the level of the masker was ex-
pressed as the overall level of the noise in the auditory filter
centered at the signal frequency; the auditory filter band-
width was assumed to be 106, 211, and 456 Hz at 750, 1730,
and 4000 Hz, respectively~Glasberg and Moore, 1990!. The
first step in the fitting process was to estimate the SMRi

needed to detect the signal in the presence of the masker.
This criterion SMR (SMRcr) is thought to reflect a type of
central processing efficiency that is presumably independent
of masking condition. The SMRcr was estimated by deter-
mining the SMRi for the condition where the masker spec-
trum level was 5 dB, the signal frequency was 4000 Hz, and
x was 0. Thus, Eq.~1! was solved for the masker whenL in

was 31.6 dB~overall level in the auditory filter centered at
4000 Hz! and it was solved for the signal whenL in was 53.4
dB ~the threshold averaged across the four subjects!. The
SMRcr was the difference between the output (Lout) for the
signal and the output for the masker. The criterion value
obtained here~8.5 dB! was similar to that~10 dB! obtained
by Strickland~2001!, and it was used for all fitting proce-
dures reported below.

The following iterative procedure was used to obtain the
best-fittingx value for each signal frequency and signal de-
lay. For each value ofx in the iteration process, a predicted
masking function was generated and evaluated in terms of
how well it fitted the obtained masking function by:~1! de-
termining the masker output for each successive masker
level; ~2! adding SNRcr to each output value to obtain the
series of signal outputs;~3! determining the input signal level
~predicted signal level! necessary to achieve each signal out-
put; and~4! comparing the predicted signal levels with the
measured signal levels. The best-fittingx values and the as-
sociated rms values are shown in the top half of Table II. As
can be seen from the small values in the rms column, the fits
generally were quite good. Two points are worth noting re-
garding the values ofx. First, in the onset condition, those
values were smaller at the two highest signal frequencies
than at the lowest signal frequency, suggesting that the I–O
functions are more compressive at the higher frequencies
~but see below!. Second, for the two highest signal frequen-
cies, where there was a clear temporal effect in the experi-
mental data~Fig. 3!, the value ofx was larger~the I–O
function was less compressive! at the longer signal delay
than it was at the shorter delay. The reverse was true at the
lowest signal frequency, where there was no temporal effect
~or, if anything, the temporal effect was negative!. Thus, as
shown by Strickland~2001; also see Bacon and Oxenham,

FIG. 4. Schematic showing how the linearization of an I–O function can
result in a temporal effect for an on-frequency masker. The I–O functions
are based on Eq.~1! in the text. The onset and delayed conditions are
represented by the solid and dashed lines, respectively, and the broadband
masker and high-frequency signal are represented by squares and diamonds,
respectively. The dotted line without symbols is a linear reference. The I–O
function is assumed to be more compressive (x50) at masker onset and less
compressive (x52) later in time. At onset~filled symbols, solid line!, the
input signal and masker levels result in a signal-to-masker ratio at the output
of about 10 dB. Later in time~unfilled symbols, dashed line!, those same
input levels result in a larger signal-to-masker ratio at the output. Thus, to
yield a constant internal signal-to-masker ratio, the level of the signal can be
decreased, and that decrease represents the temporal effect.
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2004!, overshoot can be understood as a reduction in basilar-
membrane compression during the course of masker stimu-
lation.

An important question is whether the temporal effect
with off-frequency maskers can be understood in a similar
way. The approach to fitting the masking functions for the
off-frequency masker was similar to that described above,
with a few exceptions. The first difference was related to the
masker level. In order to describe the masker level in terms
of the overall level of the noise in the auditory filter centered
at the signal frequency, it was necessary to take into account
the attenuation of the off-frequency masker provided by that
filter. The amount of that attenuation was estimated in the
following way. The group mean masking functions in the
long-delay condition for the on- and off-frequency maskers
were each fitted with a straight line. The masker levels
needed to mask signal levels of 40, 50, 60, 70, and 80 dB
SPL were estimated from those fits. The average difference
in level between the two maskers defined the attenuation
provided by the auditory filter.@Because those masking func-
tions were not parallel~see the individual masking functions
in Figs. 1 and 2! it was necessary to average over a range of
levels.# The estimated attenuation values were 28.7, 25.8,
and 33.7 dB for the signal frequencies of 750, 1730, and
4000 Hz. Thus, for a given masker level, the input levels
(L in) for the off-frequency maskers were reduced relative to
those for the on-frequency maskers by these attenuation val-
ues. The second difference between fitting the on- and off-
frequency functions was related to whetherx was allowed to
differ for the signal and masker. For the on-frequency case,x
was the same for the signal and masker, as it is reasonable to
assume that the two are processed via the same I–O function.
For the off-frequency case, however, this may not be a rea-
sonable assumption, as it is unclear whether the shape of the
basilar-membrane I–O function would be the same for the
two stimuli ~e.g., Ruggeroet al., 1997; Cooper, 2004!. Thus,
the off-frequency functions were fitted twice, once whenx
was the same for the masker and signal~as was done for the
on-frequency masker! and once when it was allowed to

differ.2 The results of these fits are shown in the bottom half
of Table II. The fits were reasonably good, but generally not
as good as those in the on-frequency case. As with the on-
frequency fits, there are two points worth noting regarding
the values ofx. First, in the onset condition, the values ofx
were all 0.6 or less, and they did not vary dramatically across
frequency. The values were, however, slightly larger at 4000
Hz than at the other frequencies. These results are different
from those in the on-frequency condition, where compres-
sion was greatest~x was smallest! at the two highest frequen-
cies. Second, regardless of whetherx was forced to be the
same for the masker and signal or not, the value ofx was
larger~the I–O function was less compressive! at the longer
signal delay. This is consistent with the on-frequency results,
and suggests that the temporal effect with off-frequency
maskers also might be understood in terms of a decrease in
compression of the underlying basilar-membrane I–O func-
tion as a function of masker stimulation.

Thus far this section has focused on the fits to the mask-
ing functions. Figure 5 shows how well the temporal effect
was predicted from those fits. The symbols in each panel
represent the experimental results and the lines represent the
model fits. The solid line represents the case wherex was the
same for the signal and masker, whereas the dashed line
represents the case wherex could differ for the two. For the
on-frequency masker, the predicted values follow the general
form of the data, although they tend to overestimate the size
of the temporal effect at high masker levels~due to the over-
estimation of threshold at high masker levels in the onset
condition!. For the off-frequency masker, whenx was al-
lowed to differ for the signal and masker the predicted values
followed the general form of the data reasonably well, al-
though they underestimated the temporal effect at high lev-
els. @The underestimation results from slightly inaccurate
predictions at high levels in the onset condition~750 and
1730 Hz! or in both the onset and centered conditions~4000
Hz!.# When x was forced to be the same for the signal and
masker, on the other hand, the prediction did not fit the data.

TABLE II. The best-fitting values ofx from Eq.~1! to fit the average growth-of-masking functions for both the
on- and off-frequency maskers. For the on-frequency masker,x was forced to be the same for the signal (xs) and
the masker (xm). For the off-frequency masker, the masking functions were fitted twice, once whenxs was
forced to be the same asxm and once wherexs andxm could differ.

Signal freq
~Hz!

Delay
~ms! x(xs5xm) rms xs xm rms

On frequency
750 0 1.4 1.76 ¯ ¯ ¯

750 195 0.9 0.71 ¯ ¯ ¯

1730 0 20.5 1.84 ¯ ¯ ¯

1730 195 1.3 0.63 ¯ ¯ ¯

4000 0 0.3 1.96 ¯ ¯ ¯

4000 195 3.2 0.42 ¯ ¯ ¯

Off frequency
750 0 20.2 2.88 20.4 20.6 2.77
750 195 1.2 2.15 3.0 4.0 0.82
1730 0 0.10 2.43 20.3 20.7 2.07
1730 195 1.8 1.89 4.5 5.8 0.55
4000 0 0.6 1.28 0.6 0.6 1.28
4000 195 3.60 3.63 5.1 5.8 2.71
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IV. GENERAL DISCUSSION

The primary purpose of the present study was to deter-
mine whether reported differences in the effects of signal
frequency and masker level on the temporal effect for broad-
band on-frequency maskers versus narrow-band off-
frequency maskers were due to differences in the level of the
signal at masked threshold. The results clearly indicate that
this was not the case. The differences that can be seen in the
literature were also observed here despite similar masked
thresholds for the two different types of masker.

A secondary purpose was to determine whether the tem-
poral effect with both maskers might be understood in terms
of I–O functions that become less compressive during the
course of masker stimulation. The results indicate that they
can. The remainder of this section discusses why the effects
of signal frequency and masker level can differ despite the
possibility that the two temporal effects may share a com-
mon mechanism, and then concludes with a brief discussion
of the individual differences that are so common in these
kinds of experiments.

A. Effects of signal frequency

One possible explanation for the lack of a temporal ef-
fect with broadband noise maskers~commonly referred to as

overshoot! at the lowest signal frequency~750 Hz! is that
there is less compression at the apical region of the cochlea.
This is certainly consistent with some physiological~Cooper
and Yates, 1994; Cooper and Rhode, 1995! and psychophysi-
cal ~Lee and Bacon, 1998; Hicks and Bacon, 1999; Plack and
Oxenham, 2000! data indicating that the low-frequency re-
gion is more linear than the high-frequency region. However,
more recent psychophysical data~Lopez-Povedaet al., 2003;
Plack and Drga, 2003! suggest that the low-frequency region
is just as compressive as the high-frequency region. If there
is indeed as much compression at 750 Hz as there is at the
higher frequencies, why is there typically little or no over-
shoot at 750 Hz? Two possible explanations are considered
below. They are not mutually exclusive.

The first explanation is related to where the signal and
masker are located on the I–O function. A decrease in com-
pression over time will result in a temporal effect only if the
signal and masker are affected differently, as a consequence
of being on sufficiently different parts of the I–O function
~see Fig. 4!. Although the threshold level of the signal at
masker onset was higher than the overall level of the masker
within the auditory filter centered at 750 Hz, the signal and
masker were closer in level to one another at that frequency
than at either of the two higher frequencies. This may have
contributed to the lack of overshoot at 750 Hz. If so, then
manipulations designed to elevate signal threshold further
might reveal an overshoot effect at low frequencies. This
could be accomplished, for example, by using an even
shorter signal duration, although one must be concerned with
splatter effects, especially at low frequencies where the au-
ditory filter is narrow.

The second explanation for little or no overshoot at 750
Hz is that the degree of compression may change consider-
ably less as a function of masker stimulation at low frequen-
cies than it does at higher frequencies. Assuming that the
change in compression is due to the activation of the efferent
system~in particular, the medial olivocochlear or MOC sys-
tem!, this frequency effect may reflect a difference in the
pattern of efferent innervation in the cochlea. This possibility
is consistent with the fact that the efferent innervation and
the influence of the MOC system is greater in the high fre-
quencies than it is in the low~Liberman, 1988; Liberman and
Guinan, 1998!. Although this explanation may seem incon-
sistent with the fact that there is a temporal effect at 750 Hz
in the presence of the off-frequency masker, this apparent
inconsistency may be understood in the following way. For
the on-frequency masker, the signal and masker are presum-
ably operating on the same I–O function emanating from the
750-Hz region. A relatively sparse efferent innervation in
that region would leave the processing of the signal and
masker relatively unaffected by ongoing masker stimulation.
For the off-frequency condition, on the other hand, the
masker is located in a higher frequency region than the sig-
nal. Thus, it is possible that the I–O function for the masker
could change more than that for the signal during the course
of masker stimulation.~This is, in fact, consistent with the
results of the model fits, as shown in the bottom right section
of Table II.! The decrease in compression would be akin to a
decrease in the gain for the masker, and to compensate for

FIG. 5. The temporal effect averaged across all four subjects~symbols!. The
lines represent model fits to the data. Solid line:x @see Eq.~1!# was forced
to be the same for the signal and masker; dashed line:x was allowed to
differ for the signal and masker. See Table II for the best-fittingx values.
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this the signal would need to be reduced in level at the longer
delay~see Strickland, 2001, for a similar argument regarding
the temporal effect with notched-noise maskers!.

B. Effects of masker level

As discussed in the Introduction, the effect of level on
the temporal effect with the on-frequency masker can be un-
derstood in terms of the signal and masker being at different
points along the same compressive I–O function~von Klitz-
ing and Kohlrausch, 1994; Strickland, 2001; Bacon and Ox-
enham, 2004!. To understand the quite different effect of
level with the off-frequency masker, one must assume that
the signal and off-frequency masker operate on separate I–O
functions that differ in shape from one another~see Fig. 5!.
As seen in the bottom portion of Table II, although thex
values (xs ,xm) were not especially different from one an-
other, the best-fitting I–O function for the masker was less
compressive than that for the signal at the longer signal de-
lay. It is possible that the functions would be even more
different from one another if the off-frequency masker were
displaced even further away from the signal in frequency.

C. Individual differences

Individual differences are common in studies of tempo-
ral effects in simultaneous masking~e.g., Zwicker, 1965a;
Bacon, 1990; Bacon and Takahashi, 1992; Wright, 1995,
1997!. For the most part, they are restricted to the conditions
in which the signal is located at or near the onset of the
masker, although in the present study differences were ob-
served at both delays for the off-frequency masker. The
source of these individual differences is unclear. Baconet al.
~2002! suggested that they may reflect the influence of some
form of central processing. Wright and her colleagues
~Wright et al., 1993; Wright, 1996!, on the other hand, have
suggested that the size of the temporal effect~essentially the
threshold at onset, given that there is little individual vari-
ability in the long-delay conditions! may be negatively cor-
related with two-tone suppression or the sharpness of fre-
quency tuning, two phenomena that presumably depend
heavily upon peripheral processing and, more importantly,
the integrity of nonlinear processing in the cochlea. Although
the present study cannot shed any new light on the source of
these individual differences, it is interesting to note that
Wright’s explanation for individual differences is seemingly
inconsistent with the compression-based explanation for the
temporal effect, in that one would expect the size of the
temporal effect to bepositivelycorrelated with the amount of
compression and hence the integrity of nonlinear cochlear
processing. It would be interesting to determine whether
such a correlation does indeed exist between the temporal
effect and various psychophysical estimates of basilar-
membrane compression.

V. FINAL COMMENT

Although the results from the present study suggest that
the temporal effect with both on-frequency broadband
maskers and off-frequency narrow-band maskers can be un-
derstood in terms of a decrease in compression during the

course of masker stimulation, this does not preclude the pos-
sibility that other factors are involved. Further research will
be necessary to determine to what extent both peripheral and
central factors play a role.
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Psychophysical estimates of cochlear function suggest that normal-hearing listeners exhibit a
compressive basilar-membrane~BM! response. Listeners with moderate to severe sensorineural
hearing loss may exhibit a linearized BM response along with reduced gain, suggesting the loss of
an active cochlear mechanism. This study investigated how the BM response changes with
increasing hearing loss by comparing psychophysical measures of BM compression and gain for
normal-hearing listeners with those for listeners who have mild to moderate sensorineural hearing
loss. Data were collected from 16 normal-hearing listeners and 12 ears from 9 hearing-impaired
listeners. The forward masker level required to mask a fixed low-level, 4000-Hz signal was
measured as a function of the masker–signal interval using a masker frequency of either 2200 or
4000 Hz. These plots are known as temporal masking curves~TMCs!. BM response functions
derived from the TMCs showed a systematic reduction in gain with degree of hearing loss. Contrary
to current thinking, however, no clear relationship was found between maximum compression and
absolute threshold. ©2004 Acoustical Society of America.@DOI: 10.1121/1.1675812#

PACS numbers: 43.66.Dc, 43.66.Mk, 43.66.Sr@NFV# Pages: 1684–1695

I. INTRODUCTION

Cochlear hearing loss is associated with an increase in
absolute threshold, an abnormally rapid growth in loudness
with level, and a loss of frequency selectivity~see Moore,
1995 for a review!. These characteristics may result from
dysfunction of the outer hair cells~OHCs! in the organ of
Corti. The OHCs are thought to be involved in an ‘‘active’’
mechanism that effectively applies gain to stimulation at fre-
quencies close to the characteristic frequency~CF! of each
place on the basilar membrane~BM! ~see Yates, 1995 for a
review!. The gain is greatest at low stimulation levels, and
decreases with increasing level. This frequency- and level-
dependent gain sharpens BM tuning at low to moderate lev-
els, and also results in a highlycompressiveBM response to
mid- and possibly high-level tones close to CF~Robleset al.,
1986; Ruggeroet al., 1997!. Measurements of BM vibration
in nonhuman mammals have confirmed that interfering with
the function of the OHCs, for example by furosemide injec-
tion ~Ruggero and Rich, 1991!, results in a steeper, more
linear response to a tone at CF.

Psychophysical techniques based on forward masking
have been used to estimate the growth of response of the
human BM. Forward masking is used to avoid simultaneous
interactions on the BM~e.g., suppression! that complicate
the interpretation of the results~Oxenham and Plack, 1997!.
Most of these techniques have involved comparisons of the
effects of maskers at and below the signal frequency. Since
the BM response to a masker well below CF is linear, the
off-frequency masking function can be used as a linear ref-

erence to derive the BM response to a tone at CF. Oxenham
and Plack~1997! measured the forward masker level re-
quired to mask a brief signal as a function of the level of the
signal ~referred to here as the growth of masking, or GOM,
technique!. When the masker was an octave below the signal
frequency of 2000 or 6000 Hz, a given change in signal level
required a much smaller change in masker level for the sig-
nal to remain at threshold. This is thought to be because the
response to the signal is compressive and the response to the
masker is linear. Indeed, the shallow off-frequency masking
function ~masker level plotted against signal level! is an es-
timate of the BM response function to a tone at CF.

A different technique was developed by Nelsonet al.
~2001!. The signal was fixed at a level just above absolute
threshold. The masker level required to mask the signal was
measured as a function of the masker–signal interval to pro-
duce atemporal masking curve~TMC!. For anoff-frequency
masker, the TMC is assumed to reflect the decay with time of
the internal effect of the masker: As the masker–signal inter-
val is increased, the masker level has to increase to compen-
sate for the decay. For anon-frequency masker, the TMC
reflects the decay of masking,and the compression applied
to the masker: If the response is compressive, a larger change
in physical masker level will be required to produce a given
change in BM excitation. It follows that an on-frequency
TMC that is steep compared to the off-frequency TMC is
indicative of compression. It is also possible to derive re-
sponse functions from TMC data. It is assumed that, for a
given masker–signal interval, the BM excitation level at the
signal place in response to the masker is a constant at thresh-
old, regardless of the masker frequency. For a given masker–
signal interval, the level of the off-frequency masker re-a!Electronic mail cplack@essex.ac.uk
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quired is an estimate of the BM excitation required at the
signal place~give or take an additive constant on a dB scale!.
Therefore, a plot of the on-frequency masker level~input
level! against the off-frequency masker level~output level! is
an estimate of the BM response function for the on-
frequency masker.

The results from the GOM and TMC studies for normal-
hearing listeners at high frequencies are broadly consistent
with the rate of growth of BM velocity at high CFs, as mea-
sured in other mammals~Lopez-Povedaet al., 2003; Nelson
et al., 2001; Oxenham and Plack, 1997; Plack and Drga,
2003!. Most GOM and TMC studies report compression ex-
ponents~the slopes of the response functions on dB/dB co-
ordinates! in the range 0.15–0.3. This corresponds to com-
pression ratios~the inverses of the compression exponents!
of between 6.7:1 and 3.3:1. Furthermore, the shapes of the
estimated response functions, with linear low-level regions
and compressive midlevel regions, are also consistent with
the physiology, suggesting that both behavioral techniques
measure cochlear processes. However, there are two good
reasons for favoring the TMC technique. As signal level is
increased in the GOM technique, the peak of the traveling
wave produced by a high-frequency signal will shift basally
on the BM ~McFadden, 1986!. This means that the GOM
technique is probably not measuring the response of a single
place on the BM, but rather the growth of the peak of the
traveling wave with level. In addition, as signal level is in-
creased excitation will spread to higher CFs. To prevent lis-
teners using information from the high-frequency side of the
excitation pattern~where the response growth is much more
linear than at the peak!, a high-pass noise needs to be added
to the stimulus~Oxenham and Plack, 1997!. Nelson et al.
~2001! demonstrated that GOM curves in the absence of a
high-pass noise exhibit about half the compression of GOM
curves in the presence of the noise. This finding is consistent
with the greater compression exponents measured in GOM
studies that did not include high-pass noise~Hicks and Ba-
con, 1999b; Mooreet al., 1999; Plack and Oxenham, 2000!.
Selection of the appropriate noise level is problematic, espe-
cially for impaired listeners. The TMC technique avoids both
these complications. In the TMC technique the signal is fixed
at a low level, and hence presumably causes excitation above
detection threshold over a fixed, relatively small, region of
the BM. The region of the BM measured does not change
with masker level, and since the spread of excitation is lim-
ited there is no need for a high-pass noise.

Both the GOM and TMC techniques have been used to
estimate the BM response for listeners with cochlear hearing
loss. The results suggest that a hearing loss of greater than
about 50 dB is associated with an almost linear BM response
~Nelsonet al., 2001; Oxenham and Plack, 1997!: The slopes
of the GOM functions and TMCs do not vary with masker
frequency in these cases~providing support for the conten-
tion that the psychophysical techniques measure cochlear
processes!. For ears with less severe losses, the results are
mixed. Mooreet al. ~1999! used the ratio of the slopes of
off- and on-frequency GOM functions as an estimate of com-
pression. They found that the compression exponent only
began to increase markedly as hearing loss increased above

35 dB. However, the results may have been compromised by
the fact that Mooreet al.did not use high-pass noise to mask
spread of excitation~see above!. The compression exponents
estimated by Mooreet al. for normal-hearing listeners were
at least twice as great as those from GOM studies that in-
cluded the high-pass noise~Nelson et al., 2001; Oxenham
and Plack, 1997!. Hicks and Bacon~1999a!, again using the
GOM technique without high-pass noise, found that mild
temporary hearing loss induced by aspirin was associated
with a change in slope, consistent with a reduction in com-
pression. Two listeners with mild permanent sensorineural
hearing loss showed similar effects. In a recent study mea-
suring GOM forsimultaneousnotched-noise maskers, Baker
and Rosen~2002! reported a reduction in gain and compres-
sion for a listener with a hearing loss of only 20 dB. How-
ever, compression estimates were generally quite low in this
study, possibly because of suppressive interactions between
the masker and the signal.

In the present study, the TMC technique was used to
estimate the BM response to a tone at CF for listeners with a
range of impairments, from no impairment to mild to mod-
erate. The aim was to determine how the shape of the re-
sponse function changes with severity of hearing loss, and to
test the hypothesis that mild hearing loss is associated with a
reduction in compression.

II. METHOD

A. Listeners

Sixteen normal-hearing listeners and nine listeners with
mild to moderate hearing impairment participated in the
study. Normal-hearing listeners~ten females and six males,
aged 19–37 years old! were mostly students from the Uni-
versity of Essex. All had normal audiogram thresholds
~within 15 dB ANSI, 1996! in octave steps from 250–8000
Hz.

Hearing-impaired listeners~five females and four
males!, were aged 54–68 years old, except for listener RD,
who was 42 years old. Hearing-impaired listeners reported
the onset of hearing difficulties between 2 and 15 years ago
and had mild-to-moderate amounts of hearing loss. This was
most likely sensorineural hearing loss since it came on
gradually and was unrelated to any acute trauma or known
disease. It was most likely age related, except for listeners
PJ, SG, and RD, who reported repeated exposure to noisy
environments when younger. RD also had a family history of
hearing loss. On average, audiogram levels for the hearing-
impaired group were higher than laboratory norms for nor-
mal hearing by 20, 30, and 38 dB at 1000, 2000, and 4000
Hz, respectively. Except for ED, the thresholds at lower fre-
quencies were normal or near normal, suggesting that the
impairments did not have a substantial conductive compo-
nent. Although bone-conduction tests were not performed,
the close spacing of the on- and off-frequency TMCs for the
impaired listeners is also inconsistent with a conductive loss
~see Sec. IV A!. RD had borderline normal hearing at 4000
Hz, but elevated thresholds~35–42-dB loss! at 6000 and
8000 Hz. His absolute threshold for the brief 4000-Hz signal
in the experiment was 5 dB above the highest absolute
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threshold for the normal-hearing group. Audiogram thresh-
olds, and absolute thresholds for the signal used in the ex-
periment, are given in Table I.

All of the listeners were naive except for EK, IY, PP, and
VD. The normal-hearing listeners, except for AC, CN, ES,
and RB, had 4–8 h practice in pilot studies for the current
experiment. AC, CN, ES, and RB, and all of the hearing-
impaired listeners received 1–2 h practice in blocks used to
determine parameters for them in the main experiment.
There were no systematic improvements in thresholds in the
experimental sessions. Listeners were paid £5 per hour for
their participation.

B. Stimuli and equipment

The experiment involved forward masking of tonal sig-
nals by tonal maskers. The signal had a frequency off s

54000 Hz and an absolute duration of 8 ms~4-ms raised-
cosine ramps, 0-ms steady state!. The masker had a fre-
quency of eitherf m52200 or 4000 Hz and an absolute du-
ration of 104 ms~2-ms raised-cosine ramps, 100-ms steady
state!. Silent masker–signal intervals~masker envelope off-
set to signal envelope onset! ranged from 0–100 ms in steps
of 5 or 10 ms, with the set of intervals used dependent on
each listener’s performance. The signal level was set to 10
dB SL, which ranged from 15–27-dB SPL for normal-

hearing listeners and from 33–71-dB SPL for hearing-
impaired listeners. Masker level was varied trial by trial.

A low-level notched noise was gated on and off with the
masker. This was intended as a temporal cue to help reduce
possible confusion effects~Neff, 1986! and not as a source of
masking. The noise was white except for a notch at the signal
frequency~filter cutoffs at 0.883f s and 1.117f s , with 90-
dB/oct filter slope!. For normal-hearing listeners and listener
RD, the spectrum level in the passband was set 30 dB below
the signal level~i.e., 20 dB below signal absolute threshold!.
For the remaining hearing-impaired listeners the spectrum
level was set to either 40, 50, or 60 dB below the signal level
so that it fell in the range25 to 11 dB. For most hearing-
impaired listeners, setting the spectrum level to 30 dB below
the signal meant having spectrum levels almost up to 40 dB,
resulting in masking due to the noise. Setting the spectrum
level to a level between25 and 11 dB was practical in that
hearing-impaired listeners could make use of temporal infor-
mation at lower frequencies without the noise contributing to
masking at 4000 Hz. As described above, most of the
hearing-impaired listeners had elevated thresholds at 4000
Hz but normal or near-normal absolute thresholds for fre-
quencies below 2000 Hz. Notched-noise levels for each in-
dividual are given in Table I.

The experiment was run using custom-made software on
a PC workstation located outside a double-walled sound-

TABLE I. Absolute thresholds, stimulus parameters, and estimated BM response parameters for normal-hearing~upper! and hearing-impaired~lower!
listeners, ordered according to the absolute threshold for the signal. Listeners were tested in their right ears unless indicated otherwise. Gain estimates are only
included when the low-level portion of the response function is defined by at least two points. Compression and gain could not be sensibly estimated forRG
and ES due to the variability of their data. Values marked with asterisks are from response functions generated by interpolation of the off-frequencyTMCs.

Listener
Signal absolute

threshold~dB SPL!

Audiogram
threshold at

4000 Hz~dB SPL!

Noise
spectrum
level ~dB! Gain ~dB!

Compression
exponent

EK 3.5 28.8 216.5 42.2 0.18
VD 4.9 26.2 215.1 52.8 0.13
RG 5.2 25.0 214.8 ¯ ¯

PP 6.0 25.0 214.0 37.2 0.12
RS 6.2 25.7 213.8 48.9 0.38
IG 6.4 28.2 213.6 46.0 0.00
RB 7.0 23.5 213.0 48.1 0.19
TP 9.2 2.2 210.8 46.5 0.29
AC 9.4 24.3 210.6 39.8 0.23
CO 9.8 25.7 210.2 ¯ 0.30
ES 9.9 2.2 210.1 ¯ ¯

NB 10.5 2.2 29.5 40.5 0.18
CG 10.8 20.7 29.2 ¯ 0.22
JS 14.3 3.7 25.7 46.2 0.14
IY 15.1 8.2 24.9 35.3 0.37
CN 17.1 5.0 22.9 38.0 0.11

RD 22.7 10.0 2.7 34.2 0.29
JC 25.9 24.7 24.1 ¯ 0.18/0.26*
ED(l ) 36.2 28.2 23.8 23.3 0.15
SG 40.3 37.0 0.3 ¯ 0.25/0.29*
DJ(r ) 41.7 36.2 1.7 27.8* 0.21*
RC(r ) 45.1 37.0 24.9 13.9/13.9* 0.28/0.28*
ED(r ) 47.4 40.0 22.6 17.4 0.37
MB 52.9 44.3 2.9 17.3* 0.14*
RC(l ) 54.4 48.3 4.4 6.5* 0.02*
PJ 56.5 51.0 6.5 18.5* 0.32*
DJ(l ) 59.3 49.2 20.7 13.0* 0.46*
BH 60.8 52.3 10.8 10.2* 0.10/0.33*
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attenuating booth. Stimuli were digitally generated and were
produced using an RME Digi96/8 PAD 24-bit soundcard set
at a clocking rate of 48 000 Hz. The soundcard includes an
antialiasing filter. The headphone output of the soundcard
was fed via a patch panel in the sound-booth wall, without
filtering or amplification, to Sennheiser HD 580 circumaural
headphones. Each listener sat in the booth and decisions
were recorded via a computer keyboard. Listeners viewed a
computer monitor through a window in the sound booth.
Lights on the monitor display flashed on and off concurrently
with each stimulus presentation and provided feedback at the
end of each trial.

C. Procedure

All stimuli were presented monaurally. Normal-hearing
listeners were tested in their right ear. Hearing-impaired lis-
teners were tested in their right ear, or in both left and right
ears if their audiogram thresholds at 4000 Hz differed across
ears by more than 10 dB. Those tested in both ears wore an
earplug in their contralateral ear to prevent the possibility of
airborne sound aiding performance.

The experiment used a two-interval, forced-choice adap-
tive tracking procedure with the interstimulus interval set to
500 ms. The signal level was fixed at 10 dB SL and the
masker level was varied adaptively using a two-up, one-
down rule to obtain the masker level needed to achieve 70.7
percent correct~Levitt, 1971!. The masker frequency and
masker–signal interval were fixed in any given block of tri-
als. For normal-hearing listeners, the initial masker level was
set to 0 dB SPL. The step size of the adaptive track was 8 dB
for the first four turnpoints and 2 dB for 12 subsequent turn-
points. Data for listeners RD and BH were collected using
these settings, but we found it was desirable to slightly
modify the procedure for the rest of the hearing-impaired
listeners, due to limitations in the equipment’s maximum
output ~102-dB SPL rms!. The modifications were that the
initial masker level was set to 20–40 dB below estimated
threshold, and the step size was 4 dB for the first four turn-
points and 2 dB for the 12 subsequent turnpoints. For all
listeners, the mean of the last 12 turnpoints was taken as the
threshold estimate for each block of trials. If the standard
deviation of the turnpoints was greater than 6 dB the esti-
mate was discarded and the block was later repeated. Data
were also discarded and repeated if possible for any blocks in
which the masker clipped more than twice at levels above
102 dB SPL.

Listeners ran blocks of trials lasting 2–4 min per block
and spent 15–60 min in the sound booth at any one time,
taking breaks as needed. A replication consisted of a com-
plete run of 10–20 blocks per listener, depending on the
range of the masker–signal interval at eachf m , which was
determined during each listener’s practice trials. The order of
blocks was randomized across masker–signal interval andf m

until all blocks in a replication had been completed. Unless
otherwise indicated, the mean threshold across four replica-
tions was taken as the threshold estimate for each combina-
tion of masker–signal interval andf m . Absolute thresholds
for the signal were measured using the same basic procedure,

except that signal level was varied using a two-down, one-up
adaptive rule.

III. RESULTS AND ANALYSES

A. Temporal masking curves

Individual TMCs are presented in Fig. 1 for normal-
hearing listeners and in Fig. 2 for hearing-impaired listeners.
In general, on-frequency TMCs~triangles! are steeper, in part
or in whole, than the accompanying off-frequency TMCs.
Assuming the BM response to off-frequency maskers is lin-
ear at the signal place, then steeper portions of the on-
frequency TMC indicate a compressive response to the on-
frequency masker. Such results were found for both the
normal-hearing and the hearing-impaired groups.

For three impaired ears, RC(l ), MB, and PJ, it was not
possible to reliably measure on-frequency thresholds at the
longest masker–signal interval. In two successive runs, they
consistentlydetected the signal when the 4000-Hz masker
was at 100 dB SPL. The equipment clipped at the next higher
level in the adaptive track~102 dB SPL!, so the data point
for the longest masker–signal interval presented in Fig. 2 for
these three listeners was set at 100 dB SPL, and in each case
this value was used~when required! in the analyses de-
scribed below. Limiting the level in this way resulted inun-
derestimatesof their thresholds and consequently, based on
linear extrapolation of their off-frequency TMCs, underesti-
mates of the amount of compression~overestimates of the
compression exponents!. For several impaired ears, the off-
frequency masker levels at the longer intervals also clipped
at some stage during the adaptive track on every replication,
and these measurements were aborted@see MB, PJ, DJ(l ),
and BH in Fig. 2#. However, unlike the on-frequency mea-
surements for the three ears described above, the signal was
only occasionallydetected with the masker at the clipping
threshold~the adaptive track touched the clipping point be-
fore retreating!. It may be assumed that the ‘‘true’’ off-
frequency masker level for these missing points lies some-
what below the clipping threshold.

A surprising aspect of the data is that the slopes of the
off-frequency TMCs appear to be different for the normal-
hearing and hearing-impaired listeners. Two analyses were
conducted to illustrate and quantify this difference. First, the
slopes of the straight lines connecting consecutive points on
the off-frequency TMCs were calculated for each listener.
The slope values for all the listeners were then combined and
ordered by masker–signal interval or by masker level. The
upper panels of Fig. 3 show running averages of these val-
ues, plotted against running averages of masker–signal inter-
val ~upper left! and masker level~upper right!. The running
averages were calculated separately for the normal-hearing
and hearing-impaired groups. The graphs indicate that there
are some trends in the data. First, the off-frequency TMC
slopes for the normal-hearing group show a tendency to de-
crease with increasing masker–signal interval. The correla-
tion between masker–signal interval and slope is significant
for the normal-hearing group (r 520.231, n5106, p
50.017). On the other hand, there is little variation in slope
with masker–signal interval for the hearing-impaired group,
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and the correlation is not significant (r 520.155,n548, p
50.293). Second, the off-frequency TMC slopes for the
normal-hearing group show a tendency to decrease with in-
creasing masker level, and the correlation between level and
slope is significant (r 520.271, n5106, p50.005). The
correlation between level and slope is not significant for the
hearing-impaired group (r 520.159,n548, p50.282), al-
though the range of levels for this group is much less than
for the normal-hearing group.

A second analysis investigated the relationship between

absolute threshold and off-frequency TMC slope at a specific
masker–signal interval and at a specific masker level.
Second-order polynomials were fit to the off-frequency
TMCs for each listener, and the slopes of the functions cal-
culated~analytically! at a masker–signal interval of 30 ms
and, separately, at a masker level of 85 dB SPL. A slope
value was only included when the masker–signal interval
~either 30 ms, or the calculated masker–signal interval for an
85-dB SPL masker! fell within the range of intervals tested
for that listener. The calculated slopes are shown in the lower

FIG. 1. TMCs for normal-hearing listeners, showing mean masker level at threshold as a function of masker–signal interval for on-frequency~4000-Hz!
maskers~triangles! and off-frequency~2200-Hz! maskers~circles!.

FIG. 2. As Fig. 1, except showing TMCs for hearing-impaired listeners.
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two panels of Fig. 3, plotted against the absolute thresholds
for the signal. There is a significant negative correlation be-
tween absolute threshold and slope at a 30-ms masker–signal
interval (r 520.443, n527, p50.021), but no significant
correlation between absolute threshold and slope at an 85-dB
SPL masker level (r 520.334,n522, p50.129). In sum-
mary, the results show that at short masker–signal intervals
the off-frequency TMC slopes are shallower for the hearing-
impaired listeners than for the normal-hearing listeners.
However, the difference may be related to the fact that the
masker thresholds were at a higher level for the hearing-
impaired listeners. There appears to be little difference in
slope between the normal-hearing and hearing-impaired
groups when the TMCs are matched for masker level.

It is conceivable that the results for the shorter masker–
signal intervals were influenced by the notched noise that
was presented as a cue to the offset of the masker. The noise
level was generally higher relative to the signal level for the
normal-hearing group compared to the hearing-impaired
group~see Table I!. Although in all conditions the signal was
clearly above threshold in the presence of the noise alone, if
the noise had contributed to the masking of the signal at the
short masker–signal intervals, then the masker level at
threshold may have been artificially lowered for the normal-
hearing group at the short intervals~both on and off fre-
quency! leading to an increase in TMC slope. One way to
test this hypothesis is to examine the masker levels at thresh-
old for the on-frequency masker. It is assumed that, for a
given masker–signal interval at threshold, the ratio of BM
velocity in response to the signal to BM velocity in response
to the masker is constant. Furthermore, the BM response to a
low-level on-frequency masker should have been affected in
a similar way as the response to the 10-dB SL signal by any
attenuation~or loss of gain! resulting from the hearing im-
pairment: If the hearing impairment resulted in the response
to the signal being attenuated byx dB, then the response to
the masker should also have been attenuated byx dB. It fol-
lows that the difference between thephysical levels of the

signal and the masker at threshold should have been unaf-
fected by the hearing loss,if there was no additional source
of masking for the normal-hearing listeners.

At a masker–signal interval of 10 ms, the mean differ-
ence between signal level and on-frequency masker level is
21.7 dB for the normal-hearing group and 2.0 dB for the
hearing-impaired group. At an interval of 20 ms, the values
are 6.1 and 5.5 dB, respectively. So, although there is a sug-
gestion that the noise may have contributed to masking at the
10-ms gap, there appears to have been no effect at a 20-ms
gap, for which there is a clear difference in off-frequency
TMC slope between the two groups.

B. Response functions

Following the approach of Nelsonet al. ~2001!, TMCs
for each listener were converted into BM response functions
by plotting the off-frequency masker threshold against on-
frequency masker threshold, paired according to masker–
signal interval. For several hearing-impaired ears, off-
frequency masker levels were not available at all the
masker–signal intervals for which on-frequency masker lev-
els were measured. For these ears, it was assumed that the
slopes of the off-frequency TMCs do not change signifi-
cantly with masker–signal interval. Given that there was no
significant correlation between masker–signal interval and
slope for the hearing-impaired listeners~see Sec. III A!, this
was felt to be a reasonable assumption. For those masker–
signal intervals missing a measured off-frequency masker
level, an off-frequency masker level was generated by inter-
polation, using a linear fit to the off-frequency data.

The response functions for normal-hearing listeners and
for hearing-impaired listeners are plotted in Figs. 4 and 5,
respectively. These show the growth of level with masker–
signal interval for the off-frequency masker relative to the
growth for the on-frequency masker. Open symbols indicate
those points that were generated by interpolating the off-
frequency TMCs. The positive diagonal (y5x) is included

FIG. 3. The upper panels show the slopes of the
2200-Hz TMCs, collapsed across listeners and plotted
as running averages over 20 consecutive points. The
slopes are shown as a function of masker–signal inter-
val ~upper left! and masker level~upper right!. The
lower panels show scatterplots of 2200-Hz TMC slope
against signal absolute threshold. The slopes were de-
rived by fitting second-order polynomials to the TMC
data for each listener. The slopes at a masker–signal
interval of 30 ms~lower left! and at a masker level of
85 dB SPL~lower right! were calculated from the fitted
functions. The lines show linear regression fits, with
equations andR2 values displayed on the figure.
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in Figs. 4 and 5 to indicate the expected response of a linear
system with 0-dB gain~see below!. Masker–signal intervals
over which the on-frequency TMC is parallel to the off-
frequency TMC translate to portions of the response func-
tions with slope unity, implying a linear BM response.
Masker–signal intervals over which the on-frequency TMC
is steeper than the off-frequency TMC translate to portions of

the response functions with slope less than unity~compres-
sion!.

Most of the normal-hearing listeners show evidence of
compression, having shallow portions in their response func-
tions in Fig. 4, although this is not so clear for listeners RG
and ES, whose data are variable. Most of the hearing-
impaired listeners also show evidence of compression, as

FIG. 4. Estimated response functions for normal-hearing listeners, showing the 2200-Hz masker level at threshold plotted against the 4000-Hz masker level
at threshold, paired according to masker–signal interval. The positive diagonal~straight line! indicates the expected response of a passive, linear system. The
vertical line indicates signal absolute threshold (re: the x axis!. The kinked line shows the piecewise linear fit~see the text for details!.

FIG. 5. As Fig. 4, except for hearing-impaired listeners. Open circles show points on the response functions that were estimated by interpolation of the
off-frequency data, using straight-line fits to the off-frequency TMCs. Left and right ears are indicated by~l! and ~r!, respectively.
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seen in the shallow portions of their response functions in
Fig. 5. Indeed, many of the hearing-impaired response func-
tions appear at least as compressive as those seen for normal-
hearing listeners, although the compression extends over a
smaller range of levels for the former. This suggests that BM
compression is present even when sensitivity is much re-
duced compared to normal-hearing listeners. Some normal-
hearing listeners~VD,PP,IG,NB! show evidence of a return
to linearity at the highest masker levels, with on-frequency
TMCs becoming shallow at long masker-signal intervals, and
hence the response functions becoming steeper at high lev-
els. This is not the case in general for hearing-impaired lis-
teners. If such a pattern is to be found with hearing-impaired
listeners, it must occur at very high levels~.100 dB SPL!.

C. Estimates of gain and compression

The maximum gain of the active mechanism can be es-
timated using the horizontal distance between the left-most,
linear portion of a response function and the positive diago-
nal. This is an estimate of the difference between the levels
of a 4000-Hz masker and a 2200-Hz masker required to pro-
duce the same BM response. If it is assumed that no gain is
applied to the off-frequency masker~so that the positive di-
agonal approximates the off-frequency response even at low
input levels!, then this estimate is equivalent to the difference
in the BM response between a low-level masker at 4000 Hz
and a low-level masker at 2200 Hz. This measure of gain is
similar to that used by others, e.g., Ruggeroet al. ~1997!, in
that it estimates the difference between the active BM re-
sponse and the maximum passive response at signal place.
The data of Ruggeroet al. suggest that the off-frequency
response to a tone at 0.553CF is slightly less~by 2–4 dB!
than that of the maximum passive response. Since the pas-
sive response has broad tuning, it is assumed that any dis-
crepancy between the off-frequency response and the maxi-
mum passive response is approximately constant across
individuals. If so, this should not affect any correlation of
gain with absolute threshold in our analyses below.

To help quantify gain and compression, a three-section
fit was applied to each listener’s BM response function
~Lopez-Povedaet al., 2003; Yasin and Plack, 2003!. The
function comprised a linear low-level region@Eq. ~1!#, a
compressive mid-level region@Eq. ~2!#, and a linear high-
level region@Eq. ~3!#. The three sections were joined by two
breakpoints, a lower breakpoint (BP1) joining sections 1 and
2, and an upper breakpoint (BP2) joining sections 2 and 3.
The equations for the three sections are given by

Lout5L in1G ~L in<BP1!, ~1!

Lout5cLin1k11G ~BP1,L in<BP2!, ~2!

Lout5L in1k21G ~L in.BP2!, ~3!

whereG is the gain~dB!, c is the slope of the compressive
region ~dB/dB! or the compression exponent,k15BP1(1
2c), k25BP2(c21)1k1 . L in ~input level, level of 4000-Hz
masker! and Lout ~level of BM response, level of 2200-Hz

masker! are both expressed in dB. The function was fit to the
data using thefminsearchfunction in MATLAB to satisfy a
least-squares regression criterion. The slopes of the lower
and upper sections were fixed at unity~linear response!,
while the slope of the middle section~c! and the breakpoints
(BP1 and BP2) were varied by the fitting procedure. The
only constraint on the fitting procedure was that the compres-
sion exponentc was not allowed to be negative; otherwise,
the parameters were allowed to vary freely. In some cases
either the lower breakpoint or the upper breakpoint estimated
by the fitting procedure was beyond the range of the data, so
that effectively the data were fit using a reduced number of
parameters. The fits were first made to the response function
data without any off-frequency interpolation~just the filled
symbols in Figs. 4 and 5!, and then separately including the
interpolated data~i.e., filled and open symbols!. Fits were
not included when there were less than five points on the
response function@i.e., for DJ(r ), MB, RC(l ), PJ, and
DJ(l ), without interpolated data#. The lines fit to the re-
sponse functions including the interpolated data are shown in
Figs. 4 and 5. The fits for listeners RG and ES had high rms
errors~9 and 7 dB, respectively! and are not included in the
figures or in subsequent analyses. For the other listeners,
however, the fits generally provide a good description of the
data~rms errors less than 4 dB!.

Scatterplots of maximum gain against signal absolute
threshold and compression against signal absolute threshold
are shown in Fig. 6. Gain and compression estimates were
taken from the three-section fits. A gain estimate was in-
cluded only if there were at least two points on the response
function that were below BP1. The results are shown sepa-
rately for fits to the response-function data without interpo-
lation ~left-hand panels! and for fits to the data including the
interpolated off-frequency values~right-hand panels!. The
fits that involved interpolated values are shown as open sym-
bols. Data from both normal-hearing and hearing-impaired
listeners are presented together in each graph. A straight-line
fit to the scatterplot data, and the squared correlation coeffi-
cient, are also displayed. Individual gain and compression
estimates are given in Table I.

As shown by Fig. 6, the estimated gain of the cochlear
amplifier decreases systematically with increasing hearing
loss. The correlation is statistically significant both for the
data without interpolation (r 520.930, n516, p,0.0005;
slope520.736 dB/dB! and for the data with interpolation
(r 520.951, n522, p,0.0005; slope520.647 dB/dB!.
Figure 6 also shows that, although there is a range of com-
pression values for both normal-hearing listeners~left half of
the data! and hearing-impaired listeners~right half of the
data!, there is little correlation between compression and ab-
solute threshold. The correlations are not significant either
for the data without interpolation (r 50.101, n521, p
50.662) or for the data with interpolation (r 50.284, n
526, p50.159). For some of the more impaired ears the
compressive region is defined by only a couple of points
~often interpolated!. However, the ears with milder impair-
ments@RD, JC, ED(l ), SG, DJ(r ), RC(r ), and ED(r )] have
well-defined shallow sections in their response functions and
compression exponents within the normal range~0.29, 0.26,
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0.15, 0.29, 0.21, 0.28, and 0.37, respectively, for the interpo-
lated data!. The mean compression exponent for the interpo-
lated data is 0.20 for the normal-hearing listeners and 0.26
for the hearing-impaired listeners.

There is an issue regarding whether the three-section
straight-line fits provide an accurate characterization of the
response functions. Third-order polynomials have been used
previously to fit response functions~Nelson et al., 2001;
Plack and Drga, 2003!. Such fits were attempted on the
present data but gave very inconsistent results, with negative
slopes in some cases. It was felt that the three-section fits,
although not ideal, do capture the main features of the re-
sponse functions for the normal-hearing and hearing-
impaired listeners: The reduction in gain with hearing loss
~also reflected in the vertical spacing between the on- and
off-frequency TMCs!, and the preservation of a shallow
slope in the response function~compression!, even for ears
showing the largest hearing loss.

IV. DISCUSSION

A. Consequences of inner and outer hair cell
dysfunction

An elevation in absolute threshold may result from a
dysfunction of the inner hair cells~IHCs! or of the OHCs
~see Moore, 1995!. IHC dysfunction reduces the efficiency of
transduction of BM vibration~hence reducing sensitivity! but
is not thought to affect the mechanical properties of the BM
itself ~Libermanet al., 1986!. OHC dysfunction affects the
response of the BM, but not the transduction processper se.
Now, imagine a situation in which a cochlea has damage to
the IHCs only. For a given input level, the response proper-
ties of the BM should beidentical to that for a healthy ear.
According to the measures described earlier, the maximum
gain of the active mechanism, the input level at the first
breakpoint in the response function, and the compression ex-

ponent, should all be unaffected by the hearing loss, and
hence independent of the degree of hearing loss. For an ear
with purely OHC dysfunction, however, the maximum gain
should be strongly related to the absolute threshold. Specifi-
cally, a plot of gain~in dB! against absolute threshold~in dB!
should be a straight line with a slope of21. Turning down
the gain by 10 dB should result in an increase in absolute
threshold by 10 dB.

If the hearing loss experienced by our listeners were
simply a matter of non-frequency-specific attenuationprior
to the BM, as might result from conductive hearing loss, then
both on- and off-frequency TMCs would increase by the
same amount and, consequently, the estimated maximum
gain would remain unchanged as a function of hearing loss.
Similarly, pure IHC loss~post-BM attenuation! should result
in no change in the estimated maximum gain~although it is
only possible to measure the lower breakpoint on the re-
sponse function if it is above absolute threshold!. These pre-
dictions do not seem to describe the present data. The strong
relation between maximum gain and absolute threshold~Fig.
6! suggests that the hearing loss in the impaired listeners
tested here was mainly the result of OHC dysfunction. Off-
frequency TMCs were somewhat higher in level for the
hearing-impaired compared to the normal-hearing group, but
it was the general increase in level for the on-frequency
TMCs relative to the off-frequency TMCs that characterized
the impaired group, again consistent with OHC damage. In-
cluding the interpolated data, the plot of gain against abso-
lute threshold has a slope of20.65, which suggests that most
of the threshold elevation can be attributed to a reduction in
gain. The fact that the slope was not21 suggests that there
may have been some IHC dysfunction among the listeners
~contributing to perhaps 35% of the threshold elevation for
those ears for which the gain was measurable!. Indeed, from
the results of other studies examining the relative proportions
of IHC and OHC hearing loss, it would be surprising if there

FIG. 6. Scatterplots of maximum gain against signal
absolute threshold~upper panels!, and response-
function slope against signal absolute threshold~lower
panels!, at 4000 Hz. The left-hand panels show the re-
sults for response functions generated without interpo-
lation. The right-hand panels include the results for re-
sponse functions that were generated using interpolated
off-frequency masker levels~indicated by the open
symbols!. Gain estimates are only included when the
low-level portion of the response function is defined by
at least two points~see Table I!.
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were not some evidence of IHC dysfunction~Lopez-Poveda
et al., 2004; Moore and Glasberg, 1997; Mooreet al., 1999!.
IHC dysfunction will raise the output level on the BM re-
sponse function that corresponds to absolute threshold, and
may explain why the low-level linear segment on the re-
sponse function is generally shorter for the hearing-impaired
listeners than for the normal-hearing listeners~see Figs. 4
and 5, and Sec. IV B!. However, given that OHC dysfunction
was probably the main cause of the reduction in sensitivity,
what do the present results tell us about the effects of OHC
dysfunction on the response of the BM?

B. Effects of outer hair cell dysfunction on the BM
response

To aid the discussion of the effects of OHC dysfunction
on the shape of the BM response function, three different
hypothetical scenarios are illustrated in Fig. 7. Each panel of
the figure shows the normal response function~continuous
black line, generated from the present data as described be-
low!, the passive response function with no active mecha-
nism ~thin dotted line!, and a hypothetical response for a
listener with mild hearing loss~alternate dashes and dots!. In
the upper left panel~A! the gain is reduced equally at all
input levels up to the passive response. In the upper right
panel~B! the reduction in gain is greatest at low input levels,
with a diminishing reduction as level is increased. In the
lower-left panel~C! the gain is reduced at low input levels,
but unaffected at high input levels. The lower-right panel~D!
shows average response functions generated from the present
data. These functions were obtained by averaging thex andy
values of the lower breakpoints and the compression expo-
nents derived from the fitting procedure, across the normal-
hearing listeners and across the hearing-impaired listeners.
Upper breakpoints were omitted because they often could
not be specified~the values from the fitting procedure were
above the highest points on the response functions!, and~as
for the gain estimates! the results for ears with less than two
points on the response function below the lower breakpoint
were also omitted. For those ears that remained, it seems
clear that the data are best summarized by option C. Al-
though there are individual differences in the response func-
tions, overall it appears that mild cochlear hearing loss is

associated with a reduction in the gain at thelower input
levels only, and not across the whole range of input levels
that are affected by the active mechanism. This is why the
slope of the compressive part of the response function did
not vary significantly with absolute threshold~see Fig. 6!.

In this respect, the present data do not appear to be con-
sistent with some physiological models of hearing loss. The
BM response function of a chinchilla injected 40 min previ-
ously with furosemide showed a reduction in gain at all lev-
els ~Ruggero and Rich, 1991!, more similar to option~A! in
Fig. 7. As with the present data, however, BM compression
was relatively unaffected by this mild hearing loss. Muru-
gasu and Russell~1995! report guinea pig displacement mea-
surements during salicylate perfusion. Some of their re-
sponse functions show a reduction in gain at all levels, but
some show an effect only at low levels, similar to the func-
tions reported here. Recent auditory-nerve recordings from
cats with noise-induced hearing loss also seem consistent
with the present data~Heinz et al., in press!. For mild hear-
ing loss, a measure of the total auditory-nerve activity
showed a reduction in response at low levels but not at high
levels, consistent with a reduction in gain at low levels only.

The thin vertical and horizontal lines in panel~D! of Fig.
7 show the average absolute threshold for the signal, and the
associated response level, for those normal-hearing and
hearing-impaired listeners used to generate the average re-
sponse functions. Notice that the BM response level at
threshold is higher for the hearing-impaired group. This may
be interpreted as a reduction in sensitivity resulting from
IHC dysfunction. These lines also illustrate the point made in
Sec. IV A that the linear segment of the response function
measurable in the experiment~threshold to first breakpoint!
is shorter for the hearing-impaired listeners.

C. Off-frequency temporal masking curves

A surprising incidental finding of the experiment was
that the slopes of the off-frequency TMCs wereshallowerfor
hearing-impaired listeners than for normal-hearing listeners
when compared at short masker–signal intervals. Recently,
Rosengardet al. ~2003! have also reported shallow off-
frequency TMCs in hearing-impaired listeners compared to
normals. The analysis described in Sec. III A suggests that

FIG. 7. BM response functions for normal-hearing and
hearing-impaired listeners. The normal response func-
tion is an average function generated from the present
data~see the text for details!. In panels~A! to ~C! the
response functions for the hearing-impaired listeners
are hypothetical. In panel~A!, the gain for hearing-
impaired listeners is reduced equally at all input levels
up to the passive response. In panel~B!, the reduction
in gain is greatest at low input levels, with a diminish-
ing reduction as level is increased. In panel~C!, the
gain is reduced at low input levels, but unaffected at
high input levels. Panel~D! shows average response
functions, for both normal-hearing and hearing-
impaired listeners, generated from the present data~see
the text for details!. In panel~D!, the thin vertical lines
show the average absolute thresholds for the signal, and
the thin horizontal lines the associated response levels,
for the normal-hearing and hearing-impaired listeners
used to generate the response functions.
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the difference may be related to the higher off-frequency
masker levels for the hearing-impaired listeners. When the
off-frequency TMC slopes were compared at the same
masker level~or at long masker–signal intervals! there was
little difference between the groups.

According to the interpretation of TMCs outlined in the
Introduction, the shape of the off-frequency TMC should de-
pend only on the internal decay of forward masking, a mea-
sure of temporal resolution. There is little evidence to sug-
gest that hearing-impaired listeners in general have a deficit
in temporal resolution, at least as measured by tasks such as
gap detection with sinusoidal markers~Moore and Glasberg,
1988! and modulation detection~Bacon and Gleitman, 1992;
Mooreet al., 1992!. However, it is the case that the hearing-
impaired listeners in the present study were older and re-
ceived less training than the normal-hearing listeners, and
this may have influenced temporal processing. If the effects
of hearing impairment on the off-frequency TMCs werenota
consequence of a general temporal resolution deficit, two
possibilities remain. The first is that the aspect of temporal
resolution measured by forward masking is unconnected
with the aspect~or aspects! measured in other tasks, and that
hearing-impaired listeners have a specific deficit in forward
masking. This might be possible if forward masking is a
consequence of adaptation at the IHC/auditory nerve synapse
~Furukawa and Matsuura, 1978; but see Oxenham, 2001;
Smith, 1979!, and that IHC dysfunction affects this in some
way. The second possibility is that the auditory system re-
sponds nonlinearly to an off-frequency masker, either at the
level of the BM or more centrally. To account for the differ-
ence between the normal and impaired ears, the off-
frequency compression exponent may be invariant with level
but increased in impaired ears~leading to a shallow TMC
slope in impaired ears!, or the compression exponent may be
increased at high levels~leading to a shallow TMC slope at
high levels!. The finding that the TMC slopes were similar
for normal and impaired ears at long masker–signal intervals
favors the latter explanation.

V. CONCLUSIONS

~i! BM response functions derived from on- and off-
frequency TMCs generally show a linear low-level
region and a compressive midlevel region. With hear-
ing loss the low-level region shifts to the right, re-
flecting the reduction in sensitivity, but there is little
evidence for a change in the slope of the compressive
region with losses up to 50 dB or so.

~ii ! The results suggest that mild to moderate sensorineu-
ral hearing loss is associated with a reduction in the
gain for low-level CF tones, but little change in the
gain for higher-level tones, and consequently little
change in the maximum compression.

~iii ! Hearing-impaired listeners show shallower off-
frequency TMCs than normal-hearing listeners when
measured at short time intervals. However, there is
little effect of impairment on TMC slope at long time
intervals, or if the TMCs are matched for off-
frequency masker level.
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This study investigates whether the salience of the pitch associated with a single reflection of a
broadband sound, such as noise, is determined by the monaural information mediated by the stimuli
at the two ears, or by the relative locations of the primary sound and the reflection. Pitch strength
was measured as a function of the reflection delay and the lateral displacement between the primary
sound and the reflection. Thereby, lateral displacement was produced by means of interaural time
differences~ITDs! in experiment 1 and interaural level differences~ILDs! in experiment 3. The
results from both experiments are in accordance with the assumption that the strength of the pitch
associated with a reflection is based on a central average of the internal representations of the stimuli
at the two ears. This notion was corroborated by experiment 2, which showed that the results from
experiment 1 could be mimicked by simply adding the stimuli from the two ears and presenting the
merged stimulus identically to both ears. ©2004 Acoustical Society of America.
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I. INTRODUCTION

In reverberant environments, sounds often produce mul-
tiple reflections from surrounding surfaces. Usually, the pri-
mary sound and the reflections are perceived as a single,
fused auditory event whose apparent location is dominated
by the localization cues in the primary sound@for a review,
see Blauert~1997! and Litovskyet al. ~1999!#. However, a
reflection can noticeably change other perceptual qualities of
the composite sound, such as its loudness, its spatial extent,
or its timbre. In particular, a reflection may impart a pitch, or
‘‘coloration,’’ to the sound~Bilsen and Ritsma, 1969; Zurek,
1979!.1

To a first approximation, a reflection is a delayed and
attenuated copy of the primary sound, which is added to the
primary sound before reaching the listener’s ears. When a
copy of a random noise is delayed byd ms, multiplied with
a gain factor,g, and added back to the original noise, the
resulting sound elicits a two-component perception with a
hiss, typical of the original noise, and a weak pitch, which
approximately corresponds to the reciprocal of the delay, 1/d
~in kHz!. The salience of the pitch is maximal when the
delayed noise and the original noise are equally intense (g
51), and decreases wheneither noise is attenuated relative
to the other. In the frequency domain, the delay-and-add pro-
cess creates a cosinusoidal ripple on the power spectrum of

the original noise, with peaks at integer multiples of 1/d, so
the stimulus has been termed ‘‘rippled noise’’~RN! by pre-
vious authors~Bilsen, 1966; Bilsen and Ritsma, 1969; Yost
and Hill, 1978!. The cosinusoidal power transfer function of
the delay-and-add process is often referred to as a ‘‘comb-
filter’’ function.

Informal observations by Koenig~1950! suggest that the
perceptual effects caused by the reverberation of speech or
incidental noises in a room are less noticeable when listening
binaurally than when listening monaurally. This finding was
explored further by Zurek~1979!, who measured the detec-
tion threshold for a single reflection when the primary sound
was a random noise and the stimuli were presented over
headphones. In the first, thediotic condition, the primary
sound and the reflection were presented identically to both
ears. In the second condition, the reflection was presented
dichotically with an interaural time difference~ITD! of 500
ms. Thus, the stimuli at the two ears were essentially RNs,
with identical delays in the diotic condition, and with delays
differing by 500ms in the dichotic condition. Zurek found
that, when the reflection delay was less than about 10 ms,
detection threshold for the reflection was lower in the diotic
than in the dichotic condition; that is, listeners found it
harder to detect the reflection when the stimuli at the two
ears were different. On the assumption that coloration was
the detection cue for reflection delays shorter than 10 ms,
Zurek’s results corroborate Koenig’s informal observations.a!Electronic mail: k.krumbholz@fz-juelich.de
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Zurek proposed a qualitative explanation of his results
based on the power spectra of the stimuli. He suggested that
the auditory system averages the auditory spectra2 of the
stimuli from the two ears, and that the salience of the col-
oration of the composite stimulus is determined by the depth
of the ripples in the central averaged spectrum. In the diotic
case, the spectra from the two ears were identical. In the
dichotic condition, on the other hand, the effective delays of
the RNs at the left and right ears differed by the ITD in the
reflection, so the cosine ripples in their comb-filter functions
had slightly different repetition rates. The dashed and solid
lines in Fig. 1~a! show the comb-filter functions of two RNs
with delays differing by 320ms, and Fig. 1~b! shows the
average of the two functions. In this example, the cosine
ripples in the individual functions are out of phase in the
frequency regions just below 2 kHz and around 5 kHz. In
these frequency regions, the ripples cancel out and the ripple
depth is reduced in the averaged spectrum. Zurek assumed
that the reduction in ripple depth in the averaged spectrum
causes the reduction in the salience of coloration in the com-
posite stimulus.

An alternative explanation of Zurek’s~1979! findings is
that the salience of coloration depends on therelative direc-
tions of the primary sound and the reflection. It has been
suggested that the strength of the perceptual suppression of
echoes~‘‘precedence effect’’! varies with the spatial separa-
tion between the primary sound and the reflections~Litovsky
et al., 1999; see also Shinn-Cunninghamet al., 1993; Krum-
bholz and Nobbe, 2002!. In Zurek’s dichotic condition, the
primary sound and the reflection had different ITDs~0 and
500 ms!, so, when sounded separately, they would be per-
ceived in different lateral positions, and it may be that the
salience of coloration decreases with increasing lateral dis-
placement between primary sound and reflection. Theile
~1978, 1980, cited in Blauert, 1997! proposed that ‘‘under

certain conditions, the auditory system recognizes the posi-
tions of all of the sound sources... and undertakes appropriate
inverse filtering based on this information’’~Blauert, 1997, p.
327!. Here, ‘‘inverse filtering’’ refers to the ripple spectrum
imparted by the reflections. According to this hypothesis,
which will be referred to as the ‘‘directionality hypothesis,’’
the function relating coloration salience to the spatial sepa-
ration between primary sound and reflection would be ex-
pected to be similar for different reflection delays. In con-
trast, Zurek’s central-averaging hypothesis posits that the
salience of coloration is determined by the relative positions
of the peaks and troughs in the auditory spectra from the two
ears, which crucially depend on the reflection delay and on
the ITDs of the primary sound and the reflection.

The current experiments extend Zurek’s~1979! original
experiment. In experiment 1, coloration salience was mea-
sured for a range of lateral separations between primary
sound and reflection, mediated by different ITDs, and for
different reflection delays. The results revealed that the col-
oration salience is not simply determined by the lateral
displacement between the primary sound and the reflection.
Experiment 2 investigates whether coloration salience alter-
natively depends on a central averaging of the stimulus rep-
resentations from the two ears. Experiment 3 examines
whether the central averaging hypothesis can account for
conditions, in which lateral displacement between primary
sound and reflection is mediated by ILDs rather than ITDs.

FIG. 2. Schematic representation of the stimuli used in experiments 1 and 2.
In both cases, the undelayed and delayed noises are represented by solid and
dashed lines, respectively;d is the nominal reflection delay. In experiment 1,
the undelayed noise was presented with varying ITDs~a!. In experiment 2,
two RNs with varying delay differences,Dd, were added digitally and the
merged stimulus presented identically to both ears~b!.

FIG. 1. Comb-filter functions of two RNs~a! with delays of 2.18~dashed
line! and 2.5 ms~solid line!, and the average of the two functions~b!.
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II. EXPERIMENT 1

Experiment 1 investigates the salience of the pitch asso-
ciated with a single reflection of a random noise as a function
of the lateral displacement between the primary sound and
the reflection. In this experiment, lateral displacement was
produced by means of ITDs. A schematic representation of
the stimuli is shown in Fig. 2~a!. The primary sound~solid
lines! was a random noise that was presented with varying
ITDs. The reflection~dashed lines! was a delayed copy of the
original noise that was multiplied with a gain factor~g! and
presented identically to both ears. Thus, in the current ex-
periment, the reflection was diotic, whereas the primary
sound was dichotic with an ITD. In Zurek’s~1979! experi-
ment, the situation had been reverse, in that the primary
sound was diotic, whereas the reflection was dichotic with an
ITD. The ordering of the sounds would not be expected to
have any effect on the data from experiment 1. It was dic-
tated by another study, in which we measured the salience of
the interaural spatialcues mediated by the reflection. In that
experiment, we did not want the measures to be confounded
by variations in the laterality of the reflection. The data from
that study will be presented elsewhere.

In the current experiment, the salience of the pitch pro-
duced by the composite sound was estimated by measuring
the minimum gain,g, of the reflection, for which the listener
could just discriminate a 12% difference in the nominal re-
flection delay. Bilsen and Ritsma~1970! and later Yost and
Hill ~1978! used a similar procedure to measure the pitch
strength of simple RNs.

A. Methods

1. Stimuli

The stimuli of experiment 1 consisted of a primary
sound and a single reflection. The primary sound was a burst
of Gaussian noise with a total duration of 350 ms~between
the 0-Volt points! and an overall level of 59 dB SPL. The
noise was generated afresh on each trial and gated on and off
with 2.5-ms squared-sine and -cosine ramps. The primary
sound was presented with varying ITDs, ranging from 0 to
800 ms in 160-ms steps. In the following, a positive ITD or
ILD means that the noise at the left ear was delayed or at-
tenuated relative to the noise at the right ear, so the intracra-
nial image was lateralized on the right. The range of ITDs
tested roughly corresponds to that encountered in realistic
environments~Wightman and Kistler, 1993!. When the ITD
is zero, the intracranial image is perceived approximately in
the middle of the head; with an ITD of 800ms, the intracra-
nial image is completely lateralized towards the right ear. In
order to simulate a reflection, a copy of the original noise
was delayed, multiplied with a gain factor,g, and added to
the primary sound. The reflection was identical at both ears.
Thus, the stimuli at the two ears were effectively RNs with
delaysd at the right ear andd-ITD at the left ear, and with
the same amplitude ratio between the original noise and the
delayed noise at both ears@see Fig. 2~a!#. Four different re-
flection delays were tested, ranging from 2.5 to 20 ms in
doublings.

Stimuli were generated digitally with 16-bit amplitude
resolution and a sampling rate of 25 kHz~TDT AP2!. The

stimuli for the left and right ears were digital-to-analog con-
verted through separate channels of the D/A converter~TDT
DD1!, antialiasing filtered at 10 kHz~TDT FT6-2! and at-
tenuated separately using two programmable attenuators
~TDT PA4!. The attenuated stimuli were passed to two chan-
nels of a headphone buffer~TDT HB6! and presented
through headphones~AKG K 240 DF! to the listener, who
was seated in a double-walled, sound-attenuating booth. The
level of the stimuli was regularly checked with a spectrum
analyzer~SRS SR780!.

2. Procedure

The salience of the pitch produced by the reflection in
the present stimuli was estimated by measuring the ‘‘pitch-
difference detection threshold’’~PDDT!. On each trial in a
two-alternative, forced-choice procedure, two stimuli con-
sisting of primary sound and reflection were presented with a
silent interval of 500 ms. The reflection delays of the two
stimuli differed by 12% of their average, which was the
nominal reflection delay,d, of the current run. Either the first
or the second stimulus had the longer delay. A 12% delay
difference corresponds to a pitch difference of about two
semitones. The listener was asked to choose the stimulus
with the higher pitch,viz., the shorter delay, by pressing one
of two buttons on a response box. Feedback was given at the
end of each trial. The primary sound and the reflection had
equal levels at the start of each threshold run. After three
consecutive correct responses, the gain,g, of the reflection
was decreased, and after each incorrect response, the gain
was increased, tracking the gain that yields 79% correct re-
sponses~Levitt, 1971!. The step size of the gain increments
and decrements was 5 dB up to the first reversal of gain,viz.,
the first incorrect response; it was reduced to 3 dB up to the
second reversal and was set to 2 dB for the rest of the eight
reversals that made up each threshold run. Each threshold
estimate is the mean of the gains~in dB! at the last six
reversals. Each listener completed at least three threshold
runs for each condition. Where the standard error of these
three threshold estimates exceeded 2 dB, one or two more
threshold estimates were obtained. Thus, the data points pre-
sented in the figures are the means of 3 to 5 threshold esti-
mates and the error bars show their standard error. The order
in which conditions were measured was counterbalanced be-
tween the threshold runs.

3. Listeners

Four listeners~three female, one male! participated in
experiment 1 authors KK, KM, and JT, and one student, RM,
who was paid for his services at an hourly rate. The listeners
were between 21 and 31 years of age and had no reported
hearing deficits.

B. Results

Figure 3 shows the PDDT as a function of the ITD in the
primary sound; the four panels show the results for the four
reflection delays tested (d52.5, 5, 10, and 20 ms!. Indi-
vidual thresholds are represented by different symbols,
which are shifted relative to each other along the abscissa for
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clarity. The average thresholds are connected by solid lines.
The thresholds shown in Fig. 3 were normalized by subtract-
ing the threshold value for ITD50 ms ~diotic condition! at
the respective reflection delay. Normalization was used to
eliminate absolute threshold differences between listeners,
which would otherwise have obscured common trends in the
threshold functions across listeners. Figure 4 shows the ab-
solute thresholds for ITD50 ms as a function of the reflec-
tion delay; as in Fig. 3, individual thresholds are denoted by
different symbols and the average thresholds are connected
by a solid line.

For all reflection delays tested, the diotic condition
(ITD50 ms) yielded the lowest PDDT, indicating that the
pitch associated with the reflection was most salient in this
condition. The functions relating the PDDT to the ITD in the

primary sound were nonmonotonic for reflection delays,d,
of 2.5 and 5 ms. Ford52.5 ms, the average threshold as-
sumed a maximum when the ITD was 320ms ~see the ver-
tical arrow in the upper left panel of Fig. 3!. When d was
doubled to 5 ms~upper right panel!, the maximum in the
threshold function shifted to ITD5640ms. The threshold
functions for d510 and 20 ms~lower panels! increased
monotonically with increasing ITD, but the slope of the in-
crease was shallower ford520 ms than ford510 ms. This
suggests that the threshold functions for different delays are
scaled versions of one another, and that the functions ford
510 and 20 ms are also nonmonotonic, but assume their
maxima at ITDs outside the range measured in the current
experiment. However, plotting the threshold functions
against the normalized ITD, that is, ITD divided by the re-
flection delay,d, does not eliminate the differences between
them ~Fig. 5!. Rather, the initial slope of the normalized
threshold functions becomes progressively steeper as the de-
lay is increased from 2.5 to 10 ms; the slope of the function
for d520 ms is similar to that ford510 ms.

The absolute PDDT~Fig. 4! was roughly constant ford
between 2.5 and 10 ms and then increased abruptly by about
10 dB whend was increased to 20 ms. For a comparison, the
dashed and dash-dotted lines in Fig. 4 show the PDDT re-
ported by Bilsen and Ritsma~1970! and Yost and Hill
~1978!, respectively. Despite slight differences in procedure,
the present data are in reasonable agreement with these pre-
vious data. The largest deviation between the present and the
previous data occurs atd510 ms, where the present PDDT
is slightly smaller than those reported by the two previous
studies.

III. EXPERIMENT 2

The results of experiment 1 contravene the directionality
hypothesis, which predicts that pitch strength decreases with
increasing lateral displacement between the primary sound
and the reflection, irrespective of the reflection delay. The
shape of the function relating pitch strength~as measured by

FIG. 3. Relative pitch-difference detection threshold~PDDT! for four dif-
ferent reflection delays,d, plotted as a function of the ITD in the primary
sound; each panel shows the results for one reflection delay~see the legend
in the upper left corner of each panel!. The relative PDDT is defined as the
PDDT minus the threshold value for ITD50 ms ~diotic! and the respective
reflection delay. Individual thresholds are represented by different symbols,
which are shifted relative to each other along the abscissa for clarity; the
average thresholds are connected by solid lines.

FIG. 4. Absolute PDDT for ITD50 ms, plotted as a function of the reflec-
tion delay,d, ~symbols and solid line!. The dashed and dash-dotted lines
show the PDDT reported by Bilsen and Ritsma~1970! and Yost and Hill
~1978! for a comparison.

FIG. 5. Average relative PDDT replotted from Fig. 3 as a function of the
normalized ITD, that is, ITD divided by the respective reflection delay,d.
The parameter is the reflection delay~see the legend!.
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the PDDT! to the ITD difference between the primary sound
and the reflection strongly depended on the reflection delay,
and the function was nonmonotonic for the shorter delays.

Experiment 2 was aimed to test whether the combination
of pitch-related information across the ears is accomplished
by a central averaging of the monaural stimulus representa-
tions as hypothesized by Zurek~1979!. In this experiment,
the averaging process was performedartificially by physi-
cally adding two RNs and presenting the merged stimulus
identically to both ears. The two RNs in the merged stimuli
of experiment 2 were similar to the RNs that constituted the
stimuli at the two ears in experiment 1. If the auditory sys-
tem effectively averages the internal representations of the
stimuli at the two ears before evaluating the pitch-related
information, a merged RN should have a similar pitch
strength as the corresponding dichotic stimulus.

A. Methods

1. Stimuli and procedure

In experiment 1, the stimuli at the right and left ears
were effectively RNs with delaysd and d-ITD @see Fig.
2~a!#. The stimuli used in experiment 2 also consisted of two
RNs with differing delays, but in this case the RNs were
added digitally before being presented to the listener. A sche-
matic representation of the stimuli is shown in Fig. 2~b!. The
two RNs were generated using two independent primary
noises with equal overall levels@noises A and B in Fig. 2~b!#.
A copy of each noise was delayed byd ms, multiplied with a
gain factor,g, and added to the respective primary noise. The
same gain factor was used for both reflections, so the reflec-
tions also had the same levels. The overall level of the two
primary noises added together was 59 dB SPL. As in experi-
ment 1, the gain of the reflections was the adaptive param-
eter. The onset times of the primary noises were staggered by
the delay difference,Dd, which is analogous to the ITD in
experiment 1@see Fig. 2~a!#. Thus, the two RNs had delays
of d and d-Dd. They were added digitally and presented
identically to both ears. The composite stimulus will be re-
ferred to as a ‘‘merged’’ RN~compare Pattersonet al., 2000;
Handel and Patterson, 2000!. It was necessary to use two
independent noise samples~A and B! as primary noises, be-
cause using the same noise sample would have resulted in an
unwanted ripple spectrum corresponding to the delay differ-
enceDd. The PDDT was measured for four different reflec-
tion delays, ranging from 2.5 to 20 ms in doublings, and for
varying delay differences,Dd, ranging from 0 to 800ms in
160-ms steps. Apart from the differences described above,
stimulus generation, setup, and procedure were the same as
in experiment 1.

2. Listeners

Four listeners~three female, one male! took part in ex-
periment 2, three of whom had already taken part in Experi-
ment 1 ~KM, JT, and KK!. The fourth listener, RT, was a
student who was paid for his services at an hourly rate. The
listeners were between 21 and 31 years of age and had no
reported history of hearing impairment.

B. Results

The filled symbols in Fig. 6 show the average PDDT
from experiment 2, plotted as a function of the delay differ-
ence,Dd, of the merged RNs. The four panels show the
results for the four reflection delays tested (d52.5, 5, 10,
and 20 ms!. As in Fig. 3, the PDDT was normalized by
subtracting the threshold value forDd50 ms and the respec-
tive reflection delay. For a comparison, the open symbols
show the average PDDT from experiment 1, plotted as a
function of the ITD in the primary sound as in Fig. 3. As the
delay difference,Dd, in experiment 2 is analogous to, and
had the same values as the ITD in experiment 1, both data
sets could be plotted on the same abscissa. The threshold
functions from the two experiments were strikingly similar.
As in experiment 1, the threshold functions from experiment
2 were nonmonotonic for reflection delays of 2.5 and 5 ms,
with maxima at Dd5320 and 640ms, respectively; the
threshold functions ford510 and 20 ms increased mono-
tonically, and the slope of the increase was shallower ford
520 ms than ford510 ms. However, while theshapeof
threshold functions from the two experiments was similar,
the thresholds from experiment 2 varied over a considerably
smaller range than those from experiment 1.

IV. EXPERIMENT 3

The results of experiments 1 and 2 indicate that colora-
tion salience is determined by a central averaging of the in-
ternal stimulus representations from the two ears~Zurek,
1979! rather than by the lateral separation between the pri-
mary sound and the reflection. Experiment 3 was aimed to
test whether the central averaging hypothesis can also ac-
count for conditions in which the lateral separation between
primary sound and reflection is mediated by ILDs rather than
by ITDs.

FIG. 6. Relative PDDT from experiment 2~filled symbols!, averaged across
four listeners and plotted as a function of the delay difference,Dd. The four
panels show the results for the four reflection delays tested~see the legend in
the upper left corner of each panel!. For a comparison, the open symbols
show the average threshold from experiment 1, replotted from Fig. 3.
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A. Methods

The stimuli were similar to those used in experiment 1,
except that the primary sound was presented with varying
ILDs, rather than ITDs. The ILDs ranged from 0 to 30 dB in
6-dB steps. Thereby, the undelayed noise at the left ear was
attenuated by the respective ILD, whereas the undelayed
noise at the right ear was left unchanged. A schematic repre-
sentation of the stimuli is shown in Fig. 7~a!. As in experi-
ment 1, the delayed noise~dashed lines! was identical at both
ears and its amplitude was equal to the amplitude of the
undelayed noise~solid lines! at the right~unattenuated! ear
times the gain factor,g. Thus, in experiment 3, the stimuli at
the two ears were RNs with the same delay,d, at both ears,
but with different amplitude ratios between the original noise
and the delayed noise, depending on the ILD and the gain,g.
In the example shown in Fig. 7~a!, the gain is roughly equal
to unity (g51); Fig. 7~b! shows the case where the gain~in
dB! approximately corresponds to the ILD in the primary
sound. In experiment 3, only a single reflection delay of 5 ms
was tested.

The listeners, setup, and procedure were the same as in
experiment 1. At the beginning of the threshold runs, the
reflection started with the level of the primary sound at the
ear, at which the primary sound was stronger~that is, the
right ear!.

B. Results

Figure 8 shows the PDDT as a function of the ILD in the
primary sound; the reflection delay was 5 ms in this case. As
in Fig. 3, individual thresholds are denoted by different sym-
bols and the average thresholds are connected by a solid line.
The thresholds were normalized to the threshold value for
ILD50 dB, which is the same as for the ITD50-ms andd
55-ms condition from experiment 1~Fig. 4!. In experiment
3, the variability between listeners was much larger than in
experiment 1. Inter- and also intraindividual variability was
particularly large for the larger ILDs~24 and 30 dB!. In
contrast to experiment 1, the PDDT for the diotic condition
(ILD50 dB) was larger than for most of the dichotic condi-
tions. As the ILD in the primary sound was increased, the
PDDT initially decreased, indicating that pitch strengthin-
creasedwith increasing lateral displacement between pri-
mary sound and reflection. For one listener~KK !, the PDDT
kept decreasing over the whole range of ILDs tested. For the
other three listeners, the slope of the threshold function re-
versed when the ILD was increased above 18 dB. Simula-
tions based on Zurek’s~1979! model ~see Sec. V! revealed
that the data from experiment 3 were consistent with the
central averaging hypothesis.

V. DISCUSSION

The current study was aimed to test whether the salience
of the pitch associated with a single reflection of a broadband
noise is determined by a central averaging of the monaural
information mediated by the stimuli at the two ears or by the
relative locations of the primary sound and the reflection.
Experiment 1 measured pitch strength as a function of the
lateral displacement between the primary sound and the re-
flection, whereby lateral displacement was produced by
ITDs. The results showed that the shape of the function re-
lating pitch strength to the difference in the ITDs of primary

FIG. 7. Schematic representation of the stimuli used in experiment 3 for two
different values of the reflection gain,g ~a and b!. As in experiment 1, the
reflection~dashed lines! was presented identically to both ears. The primary
noise ~solid lines! was lateralized by means of varying ILDs. Panel~a!
shows the case where the reflection gain,g, is close to unity; panel~b!
shows the situation wheng ~in dB! has converged to a value close to -ILD.

FIG. 8. Relative PDDT as a function of the ILD in the primary sound; the
reflection delay,d, was 5 ms in this case. As in Fig. 3, individual thresholds
are represented by different symbols, which are shifted relative to each other
along the abscissa for clarity, and the average thresholds are connected by a
solid line. The thresholds were normalized to the threshold value for ILD
50 dB ~diotic!, which is the same as for the ITD50 ms andd55 ms in
experiment 1~Fig. 4!.
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sound and reflection depends on the reflection delay, and that
the function is nonmonotonic for the shorter delays~Fig. 3!.
These findings contravene the directionality hypothesis,
which predicts that pitch strength is a fixed, monotonically
decreasing function of the displacement between the primary
sound and the reflection. In this respect, the current results
accord with those of Bru¨ggen ~2001!, who used a room
simulation system and multidimensional perceptual rating to
show that, under certain circumstances, the adverse percep-
tual effects of coloration in realistic reverberant environ-
ments are not reduced in binaural compared to monaural lis-
tening. In fact, the results of the current experiment 1 could
be mimicked by simply adding the stimuli from the two ears
and presenting the merged stimulus identically to both ears
~experiment 2; Fig. 6!, indicating that the pitch strength of
the dichotic stimuli is basically determined by the monaural
information mediated by the stimuli at the two ears. This is
in accordance with Zurek’s~1979! central averaging hypoth-
esis, which assumes that the strength of the pitch associated
with reverberation is derived from an averaged representa-
tion of the stimuli from the two ears.

In experiment 3, where the displacement was produced
by means of an ILD in the primary sound, the PDDT de-
creased with increasing lateral displacement between pri-
mary sound and reflection~Fig. 8!, when the reflection gain,
g, at threshold is expressed relative to a constant reference
level, i.e., the level of the unattenuated primary noise at the
right ear ~see Sec. IV A!. In the following we show that
Zurek’s ~1979! central averaging model produces a good
fit to the data from the ILD conditions of the current experi-
ment 3.

Zurek implemented a simple quantitative version of the
central averaging model and showed that the model pro-
duced a good fit to some of his experimental results. In par-
ticular, Zurek showed that the effect of the overall levels of
the left- and right-ear stimuli could be explained by assum-
ing that the auditory spectra of the stimuli from the two ears
undergo nonlinear compression prior to central averaging. In
Zurek’s simple model, the central spectrum is given by

G~ f !5@SL~ f !#p1@SR~ f !#p, ~1!

where f is frequency,p is the compression exponent (p
<1), andSL andSR are the auditory spectra of the stimuli
from the left and right ears, respectively. Instead of calculat-
ing the auditory spectra of the stimuli, Zurek simply used
their comb-filter power transfer functions. The comb-filter
function of a RN consisting of an undelayed noise with am-
plitude A1 , and a delayed noise with amplitudeA2 is given
by

S~ f !5A1
21A2

212A1A2 cos~2p f d!, ~2!

whered is the delay. The peak-to-trough ratio of the comb-
filter function—and thus the pitch strength of the RN—is
maximal when the amplitudes of the undelayed and the de-
layed noises,A1 andA2 , are equal, and decreases when ei-
ther noise is attenuated relative to the other. In experiment 3,
the relative levels of the original and the delayed noises de-
pended on the ILD in the primary sound and on the gain
factor, g. Figures 7~a! and ~b! show schematic representa-

tions of the stimuli for two different gain factors, correspond-
ing to two different trials in a threshold run. At the beginning
of the run, wheng is close to unity, the peak-to-trough ratio
of the right-ear comb-filter function is large because the un-
delayed and delayed noises are about equally intense@Fig.
7~a!#. In contrast, the peak-to-trough ratio of the left-ear
comb-filter function is small because the undelayed noise is
attenuated by the ILD. As the gain,g, of the delayed noise is
decreased during the threshold run, the peak-to-trough ratio
of the right-ear comb-filter function decreases because the
amplitude of the delayed noise decreases relative to that of
the undelayed noise@Fig. 7~b!#. In contrast, the peak-to-
trough ratio of the left-ear comb-filter functionincreasesat
first, because the amplitude of the delayed noise approaches
that of the undelayed noise. The peak-to-trough ratio of the
left-ear comb-filter function reaches a maximum when the
undelayed and delayed noises are equally intense, that is,
wheng ~in dB! is equal to2ILD. At that point, however, the
overall level of the left-ear stimulus is lower than the overall
level of the right-ear stimulus, and so, without compression,
the peak-to-trough ratio of the averaged spectrum would be
expected to be dominated by the right-ear comb-filter func-
tion. However, compression reduces the level difference be-
tween the ears, and thereby increases the relative weight of
the left-ear comb-filter function.

We used Eqs.~1! and ~2! to calculate the central aver-
aged spectra of the stimuli from experiment 3 for varying
compression exponents,p. For each of the ILDs tested in
experiment 3, and for each value ofp, the central averaged
spectrum was calculated for a range of reflection gains,g,
comprising both sub- and suprathreshold values. The peak-
to-trough ratio of the central averaged spectrum was defined
as the ratio of the largest peak to the smallest trough plus
0.0001~to avoid dividing through zero!. Figure 9 shows the

FIG. 9. Peak-to-trough ratio of the central averaged comb-filter functions
@Eqs.~1! and~2!# for the stimuli from experiment 3, plotted as a function of
the reflection gain,g. The parameter is the ILD~see the legend!; the function
for the diotic condition (ILD50 dB) is highlighted with a bold line. The
vertical dashed line marks the average measured threshold for the diotic
condition; the horizontal dashed line shows the peak-to-trough ratio at
which the function for the diotic condition intersects the vertical dashed line,
and which was used as a threshold criterion~C! for the other ILD condi-
tions. The compression exponent,p, was 0.2 in this example.
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peak-to-trough ratio for a compression exponentp50.2,
plotted as a function of the reflection gain,g. The parameter
is the ILD ~see the legend!; the bold line depicts the function
for the diotic condition (ILD50 dB). Threshold was taken
to be that value ofg, at which the peak-to-trough ratio ex-
ceeded a fixed criterion value,C. The criterion,C, repre-
sented by a horizontal dashed line in Fig. 9, was taken to be
the peak-to-trough ratio of the central spectrum for the diotic
condition ~bold in Fig. 9! when g is equal to the average
measured threshold for this condition. The average measured
threshold for the diotic condition amounted to about220.5
dB and is represented by a vertical dashed line in Fig. 9.
Thus, the simulated threshold for the diotic condition was
equal to the average measured threshold for this condition.

The bold lines in Fig. 10 show the simulated PDDT for
three different compression exponents,p. The open squares
connected by a faint solid line show the average measured
threshold from experiment 3. Whenp51 ~no compression!,
the simulated threshold depends little on the ILD~bold,
dash-dotted line!, because the central averaged spectrum is
dominated by the right-ear comb-filter function. Whenp
50.2 ~strong compression!, on the other hand, the simulated
threshold decreases roughly linearly with increasing ILD up
to the largest ILDs tested~bold, dashed line!, which the av-
erage threshold does not. For intermediate compression,
however, the model predicts the nonmonotonic pattern of the
average threshold data fairly well. The deviation between
simulated and average thresholds was minimal whenp
50.42 ~bold, solid line!, which is comparable to the com-
pression actually exerted by the cochlea and the auditory
nerve~Oxenham and Moore, 1995!. Further, Fig. 10 suggests
that the interindividual differences in the shape of the thresh-
old function from experiment 3 can be accounted for by
changing the compression exponent,p, in the model. The
simulated threshold function forp50.2 ~bold, dashed line!

produces a reasonable fit to listener KK’s threshold function
~open triangles!, which deviated from the other listeners’
threshold functions in that it decreased monotonically over
the whole range of ILDs tested. A good deal of the interin-
dividual variability in experiment 3 was probably due to dif-
ferences in the listeners’ ability to focus on the ‘‘better’’ ear,
that is the ear with the stronger pitch, even when the overall
sound level at that ear was much weaker than at the other ear.
We could have modeled the effect of directing attention to
the better ear by multiplying its power spectrum with a
weighting factor before averaging. A differential weighting
of the two ears would have a similar net effect as the com-
pression exponent in Zurek’s model, namely to reduce the
effect of the level difference between the ears.

The threshold functions from experiment 2 had similar
shapes as the respective threshold functions from experiment
1 ~Fig. 6!, but varied over consistently smaller ranges, indi-
cating that the way in which the auditory system combines
pitch information from the two ears is different from a
simple summation. While we have no conclusive explanation
for the difference in threshold range, we think that it must
result from some kind of nonlinear transformation in the au-
ditory processing up to the pitch extraction stage. Prelimi-
nary modeling results indicate, however, that the difference
cannot be explained by a simple compressive nonlinearity,
like the one used in Zurek’s central averaging model.

While Zurek’s ~1979! simple version of the central av-
eraging model produces a good fit to the average data from
the ILD conditions of experiment 3 and even explains some
of the interindividual variability in those data, the model is
too simplistic to be able to explain the results from the ITD
conditions measured in experiment 1. That is because the
comb-filter functions used in Zurek’s original version of the
model don’t take into account that the resolution of cochlear
filtering decreases with increasing filter frequency. The
dashed and solid lines in Fig. 1~a! show the comb-filter func-
tions of the RNs at the left and right ears, respectively, when
the reflection delay is 2.5 ms, the reflection gain,g, is unity,
and the ITD in the primary sound is 320ms. Panel~b! shows
the average of the two functions. The cosine ripples in the
two comb-filter functions are out of phase in the frequency
region just below 2 kHz, so in this frequency region they
cancel out in the averaged function. Nevertheless, themaxi-
mumpeak-to-trough ratio of the averaged function is similar
to that of the individual functions, because the depth of the
cosine ripples in the individual functions is the same at all
frequencies and the ripples are in phase at very low and at
higher frequencies~e.g., between 2 and 4 kHz!. Thus, with
the assumption that pitch strength is determined by the maxi-
mum peak-to-trough ratio of the central averaged spectrum,
Zurek’s original model would predict that pitch strength is
independent of the ITD in the primary sound. That is in
contradiction to the data and thus highlights the need to use
physiologically more plausible spectral representations of the
stimuli ~auditory spectra!. Alternatively, the monaural repre-
sentations of the pitch-related information in the stimuli
might by based on the timing of auditory-nerve action poten-
tials rather than the spatial distribution of neural activity
across the tonotopic array~Yost et al., 1996; Pattersonet al.,

FIG. 10. Simulated PDDT~bold lines! for the ILD conditions from experi-
ment 3 calculated with Zurek’s~1979! simple version of the central averag-
ing model. Different line types show the modeling results for different com-
pression exponents,p ~see the legend!. The faint squares connected by a
faint, solid line show the average data from the experiment; the triangles
show listener KK’s data, whose threshold function deviated from the other
listeners’ threshold functions in that it decreased monotonically with in-
creasing ILD.
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1996; Krumbholzet al., 2001, 2003!, so it may be more
appropriate to average the monaural time-interval represen-
tations~Pattersonet al., 1994! of the stimuli at the two ears
rather than their auditory spectra. This will be investigated in
a future study.
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The influence of duration and level on human sound localization
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The localization of sounds in the vertical plane~elevation! deteriorates for short-duration wideband
sounds at moderate to high intensities. The effect is described by a systematic decrease of the
elevation gain~slope of stimulus–response relation! at short sound durations. Two hypotheses have
been proposed to explain this finding. Either the sound localization system integrates over a time
window that is too short to accurately extract the spectral localization cues~neural integration
hypothesis!, or the effect results from cochlear saturation at high intensities~adaptation hypothesis!.
While the neural integration model predicts that elevation gain is independent of sound level, the
adaptation hypothesis holds that low elevation gains for short-duration sounds are only obtained at
high intensities. Here, these predictions are tested over a larger range of stimulus parameters than
has been done so far. Subjects responded with rapid head movements to noise bursts in the
two-dimensional frontal space. Stimulus durations ranged from 3 to 100 ms; sound levels from 26
to 73 dB SPL. Results show that the elevation gain decreases for short noise bursts at all sound
levels, a finding that supports the integration model. On the other hand, the short-duration gain also
decreases at high sound levels, which is in line with the adaptation hypothesis. The finding that
elevation gain was a nonmonotonic function of sound level for all sound durations, however, is
predicted by neither model. It is concluded that both mechanisms underlie the elevation gain effect
and a conceptual model is proposed to reconcile these findings. ©2004 Acoustical Society of
America. @DOI: 10.1121/1.1687423#

PACS numbers: 43.66.Qp, 43.66.Ba, 43.66.Mk@AK # Pages: 1705–1713

I. INTRODUCTION

In order to localize a sound, the auditory system relies
on binaural and monaural acoustic cues. Binaural cues result
from interaural differences in sound level~ILD ! and timing
~ITD!, which relate to sound position in the horizontal plane
~azimuth!. Monaural cues consist of direction-dependent
spectral shape information caused by reflection and diffrac-
tion at torso, head, and pinnae~described by head-related
transfer functions, or HRTFs!. These spectral cues are essen-
tial to resolve front–back confusions and to localize sounds
in the vertical plane~elevation; see Blauert, 1996, for a re-
view!. Although the binaural difference cues are extracted
quite reliably under a wide variety of stimulus conditions and
spectra, the transformation of the HRTFs into a reliable esti-
mate of sound-source elevation is a challenging problem for
several reasons.

First, the spectrum at the eardrum~which will be de-
noted by the sensory spectrum! is a linear convolution of the
~a priori unknown! sound-source spectrum with the particu-
lar HRTF associated with the unknown sound direction.
Thus, in extracting sound-source elevation, the auditory sys-
tem is faced with an ill-posed problem. One way to deal with
this problem would be to incorporatea priori assumptions
about potential source spectra. For example, if the source
spectrum is assumed flat, the sensory spectrum is identical to
the HRTF. Yet, subjects are able to localize a variety of
broadband sound spectra that are not flat with remarkable
accuracy~Oldfield and Parker, 1984; Wightman and Kistler,

1989; Middlebrooks and Green, 1991; Hofman and Van Op-
stal, 1998!. Apparently, the assumptions about potential
source spectra are more relaxed.

If the assumption holds that source spectra do not re-
semble any of the HRTFs, the spectral correlation between
the sensory spectrum and each of the HRTFs can be shown
to peak exactly at the correct HRTF~Middlebrooks, 1992;
see Hofman and Van Opstal, 1998, for details!. Such a strat-
egy would allow accurate localization for a large class of
nonflat stimulus spectra. However, when amplitude varia-
tions within the source spectrum become too large, the local-
ization accuracy of sound elevation deteriorates~Wightman
and Kistler, 1989; Hofman and Van Opstal, 2002!.

A second problem concerns the presence of considerable
spectro-temporal variations in natural sounds. Until recently,
localization studies have typically used long-duration stimuli
with stationary spectro-temporal properties. Not much is
known as to how nonstationary sounds affect sound localiza-
tion performance.

Hofman and Van Opstal~1998! studied the effects of
different spectro-temporal stimulus properties on sound lo-
calization performance in the two-dimensional frontal hemi-
field. The only response variable that depended systemati-
cally on the temporal stimulus parameters was theslopeof
the stimulus–response relation for the elevation components
~i.e., the elevation gain!. In particular, for stimuli with dura-
tions shorter than several tens of ms the gain started to de-
crease with decreasing burst duration. Neither response vari-
ability, nor the azimuth responses depended on the stimulus
parameters. Based on their results, Hofman and Van Opstala!Electronic mail: johnvo@mbfys.kun.nl
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~1998! proposed that the sound localization system needs to
integrate about 40–80 ms of broadband input to yield a
stable estimate of sound-source elevation~the neural inte-
gration hypothesis!.

Recently, an alternative explanation for these data has
been put forward~Macpherson and Middlebrooks, 2000!. In
that proposal, the decrease in gain is due to the so-called
‘‘ negative level effect’’ reported earlier by Hartmann and
Rakerd~1993!. In this earlier study, subjects were unable to
localize high-level clicks~.86 dB SPL!, with errors decreas-
ing for intermediate~74–86 dB! and lower ~68–80 dB!
sound levels. Hartmann and Rakerd~1993! suggested that
this effect was caused by saturation of cochlear excitation
patterns. As a consequence, the auditory system would fail to
resolve the spectral details of the clicks. For long-duration
stimuli, the system would adapt to the high sound level, so
that a reliable elevation estimate could be based on later
portions of the signal~the adaptation hypothesis!.

To elaborate on this possibility, Macpherson and
Middlebrooks ~2000! presented short-~3 ms! and long-
duration ~100 ms! noise bursts at sensation levels~SL! be-
tween 25 and 60 dB. Like Hofman and Van Opstal~1998!,
they found that elevation gains were lower for short-duration
stimuli than for long-duration stimuli, but only at high sen-
sation levels. Moreover, when the short noise bursts were
presented within spatially diffuse noise, elevation gain de-
pended on the level of the masker. Elevation gains increased
with increasing masker level until a masked sensation level
of about 40 dB. These results are at odds with the neural
integration hypothesis, which would predict no effect of sig-
nal level. However, they are predicted by the adaptation
model, as the background noise would activate the putative
adaptive mechanism prior to the onset of the 3-ms noise
bursts. At higher masker levels, performance decreased,
which could be due to a low signal-to-noise ratio.

Macpherson and Middlebrooks~2000! concluded that
the results of all three studies can thus be explained by the
negative level effect. Note, however, that this mechanism
does not specify how and why only the elevationgain would
be affected by cochlear saturation, and why other parameters,
e.g., response variability, or azimuth localization, remain un-
affected.

Note also that the fixed stimulus level of 70 dB SPL
employed by Hofman and Van Opstal~1998! corresponds to
the low end of intensities used by Hartmann and Rakerd
~1993!. Moreover, Frens and Van Opstal~1995! had reported
similar gain-duration effects for stimuli of only 60 dB SPL.

The results of Hofman and Van Opstal~1998! and
Macpherson and Middlebrooks~2000! are difficult to com-
pare directly because of differences in methodology. First,
Hofman and Van Opstal~1998! used a variety of stimulus
durations, mixed randomly within a single recording session,
whereas Macpherson and Middlebrooks~2000! collected re-
sponses to two different stimulus durations~3 and 100 ms! in
different blocks of trials. Second, while Hofman and Van
Opstal~1998! presented all stimuli at 70 dB SPL, Macpher-
son and Middlebrooks~2000! employed various intensities,
but quantified as sensation levels. These two measures are
not readily equated. Third, the pointer used to indicate per-

ceived sound direction differed in the two studies: eye move-
ments~restricted to the 35-deg oculomotor range! by Hof-
man and Van Opstal~1998! vs head movements over a much
larger measurement range by Macpherson and Middlebrooks
~2000!.

Finally, both studies measured only a small portion of
the duration-intensity parameter space, with minor overlap.
Therefore, to allow for a better comparison of both data sets,
we have included and extended the measurements of both
studies by employing a range of noise durations~3–100 ms!
and sound levels~26–73 dB SPL!. Up to 16 different stimu-
lus conditions were measured within the same recording ses-
sion, and were randomly interleaved. A summary of the ex-
pected results for the two hypotheses is provided in Fig. 1.

II. METHODS

The experiment consisted of three sessions, differing
slightly in the parameter values used. In the first session we
used durations ranging from 3 to 100 ms. We found that the
largest changes in the results occurred for durations between
3 and 30 ms. Therefore, in later sessions we restricted the
duration values to this range. These last two sessions con-
sisted of stimuli with the same range in durations, but with
different, slightly overlapping, intensity ranges.

A. Subjects

Two female and seven male subjects participated in the
experiments. Their age ranged from 22 to 44 years. Two of
the subjects~JV and JO! were the authors of this paper. Five
other subjects were experienced in sound localization

FIG. 1. Predictions of the neural integration model~left! and the cochlear
adaptation hypothesis~right!. Top row: elevation gain as a function of in-
tensity for two durations. Bottom row: elevation gain as a function of dura-
tion for low and high intensities. The adaptation model predicts a decrease
of elevation gain for short-duration stimuli at high intensities only, and a
stable gain for longer-duration stimuli at all levels. The neural integration
model predicts a decrease of the gain with duration at all stimulus levels,
while gain is insensitive to stimulus level.
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studies. Subjects FF and JM had no previous localization
experience. Before the actual experiment started, these inex-
perienced subjects were given a short practice session to get
familiar with the stimuli and the localization paradigm. All
subjects had normal binaural hearing~absolute thresholds
within 20 dB HL at frequencies between 250 and 8000 Hz!.

Subject JV participated in all three sessions. Subjects
JO, FF, and JM participated in the first session only, while
the remaining five subjects participated in sessions 2 and 3.

B. Apparatus

Experiments were conducted in a completely dark and
sound-attenuated room with dimensions L3W3H53.5
32.4532.45 m3. The room had an ambient background
sound level of 20 dBA SPL. Horizontal and vertical head
movements were measured with the search-coil technique.
Subjects wore a lightweight helmet~about 150 g!, consisting
of a narrow strap above the ears, which could be adjusted to
fit around the subject’s head, and a second strap that ran over
the head. A small coil was mounted on the latter. Two or-
thogonal pairs of coils were attached to the room’s edges to
generate the horizontal~60 kHz! and vertical~80 kHz! mag-
netic fields. The head-coil signal was amplified and demodu-
lated~Remmel Labs!, after which it was low-pass filtered at
150 Hz~Krohn-Hite 4413! and then stored on hard disk at a
sampling rate of 500 Hz/channel for subsequent off-line
analysis.

Subjects were seated comfortably in the center of the
room facing a frontal hemisphere~radius: 1.0 m! that con-
sisted of a thin wooden framework with 12 spokes and five
concentric rings. This setup thus defined a polar coordinate
system with its origin at the straight-ahead position. Target
excentricity,R, is measured as the angle with respect to the
straight-ahead position, whereas target direction,f, is mea-
sured in relation to the horizontal meridian. For example,R
50 deg corresponds to straight ahead for eachf, and f
50, 90, 180, and 270 deg~for R.0) corresponds to right,
up, left, and down, respectively. On the hemisphere, a total
of 58 small broad-range loudspeakers~Monacor MSP-30!
were mounted at directionsf50, 30, 60, 90,..., 330 deg
~corresponding to each of the 12 spokes! and excentricities
of R50, 15, 30, 45, 60, and 75 deg~corresponding to the
five rings!. At the outer ring (R575 deg) part of the frame-
work ~at downward directionsf5240, 270, and 300 deg!
was removed to allow for space for the subject’s legs. A thin
glassfiber ended in the center of each speaker, through which
a well-defined visual stimulus ~0.15-deg diameter,
1.5-Cd/m2! could be presented that originated from a red and
green LED mounted behind the speaker. The peripheral
LEDs were used to calibrate the head-coil signals at the start
of an experimental session~see below!, while the center LED
at (R,f)5(0,0) deg served as a fixation light at the start of
a localization trial. The polar target coordinates (R,f) were
transformed into azimuth-elevation angles~a, «!, in the off-
line analysis of the data~see Sec. II F and Hofman and Van
Opstal, 1998, for details!.

In the first experimental session, only the speakers at the
first three rings of the hemisphere were used (R50, 15, 30,

45 deg;N537 locations!. For the second and third session
the speakers of all five rings were used, except for the central
speaker at straight ahead;N557.

The height of the chair was adjusted to align the center
of the subject’s head with the center of the hemisphere.
Walls, ceiling, and floor, as well as the spokes and rings of
the hemifield, were covered with black sound-absorbing
foam that eliminated acoustic reflections down to 500 Hz
~Schulpen Schuim, The Netherlands!.

C. Stimuli

Acoustic stimuli were generated digitally with a Tucker-
Davis System II, using a TDT DA1 16-bit digital-to-analog
converter~50-kHz sampling rate!. Stimuli were then passed
to a TDT PA4 programmable attenuator, which controlled the
sound level. All stimuli consisted of independently generated
Gaussian white noise with 0.5-ms sine-squared on- and off-
set ramps.

In the first session, durations of 3, 10, 31, and 100 ms
were used, with intensities of 26, 36, 46, and 56 dB SPL~a
total of 592 trials per run and two or three runs per subject!.
In the second and third session, durations of 3, 6, 14, and 30
ms were used. Sound levels were at 33, 43, 53, and 63 dB
SPL for the second session~one run of 912 trials! and at 58,
68, and 73 dB SPL for the third session~one run of 684
trials!.

D. Sensation levels

For the six subjects that participated in sessions 2 and 3,
free-field detection thresholds for broadband noise bursts of
3, 6, 14, and 30 ms were determined. Sounds were presented
from the center speaker in the sound-attenuated room. Lis-
teners performed a two-interval, two-alternative, forced-
choice task where sound level was controlled by a three-
down, one-up adaptive tracking procedure~Levitt, 1971!.
For all subjects, thresholds decreased with increasing noise
duration. Table I summarizes the results of these measure-
ments for all subjects. From these data sensation levels~SL!
were computed by subtracting the thresholds from the SPL
values of the stimuli as recorded at the level of the subject’s
head.

E. Recording paradigm

All measurements were performed in darkness. When
making a head saccade in darkness, the eyes will typically
not remain centered in the head. Especially for peripheral
target locations, the position of the eyes in the head will be
quite excentric~exceeding 20 deg!, resulting in potentially
large ~and variable! undershoots of the measured head posi-

TABLE I. Detection thresholds in dB SPL for all subjects for the four
stimulus durations employed in the second and third session.

Duration JV MW HV MZ WV FW

3 ms 23 30 31 27 25 31
6 ms 21 25 25 19 18 19
14 ms 20 21 13 17 18 21
30 ms 20 21 13 12 17 20
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tion if subjects use both eyes and head to point to the target
~Goossens and Van Opstal, 1997!. To circumvent this poten-
tial problem, a thin aluminum rod with a dim red LED~0.15
Cd/m2! attached to its end protruded from the helmet’s left
side. The rod was adjusted such that the LED was positioned
in front of the subject’s eyes at a distance of about 40 cm. At
the start of a trial, the subject had to align this rod LED with
the central LED of the hemisphere, while keeping his head in
a comfortable straight-ahead position. The rod LED thus
served as a head-fixed pointer during the experiments. Point-
ing with the LED to the perceived location of the target
ensured that the eyes remained at a fixed, central position in
the head while pointing.

Each recording session started with a calibration run in
which the subject had to align the rod LED with each of the
LEDs on the hemisphere. After calibration, head position
was known with an absolute accuracy of 3% or better over
the entire measurement range.

In subsequent blocks, the sound stimuli were presented.
Each trial started by presenting the central fixation LED.
After a randomly selected fixation period of 1.5 to 2.0 s, the
fixation LED was switched off and 400 ms later the sound
stimulus was presented at a peripheral location. The subject’s
task was to point the rod LED as quickly and as accurately as
possible towards the perceived sound location. No feedback
was given about performance. As stimuli were always extin-
guished well before the initiation of the head movement
~typical reaction times about 200–300 ms!, all experiments
were conducted under fully open-loop conditions.

For all experiments, the order of stimulus conditions and
positions was randomized throughout a session.

F. Data analysis and statistics

The coordinates of the target locations and head-
movement responses are described in a double-pole coordi-
nate system, in which the origin coincides with the center of
the head. The horizontal component, azimutha, is defined as
the direction relative to the vertical median plane, whereas
the vertical component, elevatione, is defined as the direc-
tion relative to the horizontal plane through the ears~Knud-
sen and Konishi, 1979!.

From the calibration run, the raw head position signals
and the corresponding LED coordinates were used to train
two three-layer backpropagation neural networks that
mapped the raw data signals to the calibrated head position
signals ~azimuth and elevation angles, respectively!. This
was done to account for minor cross talk between horizontal
and vertical channels and minor inhomogeneities in the mag-
netic fields~Goossens and Van Opstal, 1997!. Goal-directed
head movements were identified in the calibrated response
data. The endpoint of the first head movement after stimulus
onset, where response azimuth and elevation were stable,
was defined as the response position.

Head saccades with a reaction timere: stimulus onset of
less than 80 ms or above 800 ms were discarded from further
analysis. Earlier responses are assumed to be predictive and
are usually very inaccurate. Later responses are considered to
be caused by inattention of the subject. Typically, less than

2% of the responses had to be discarded on the basis of these
criteria.

For each stimulus condition~fixed stimulus duration and
sound level!, a linear regression line was fitted through the
stimulus–response relations for azimuth~a! and elevation
~«! components, respectively, by applying the least-squares
error criterion

aR5Ga•aT1ba ,
~1!«R5G«•«T1b« ,

where (aR ,eR) are the head-movement response compo-
nents, (aT ,«T) are the target coordinates; (Ga ,G«) are the
slopes of the regression lines~here called the response gain!,
and (ba ,b«) ~in deg! are the offsets~response bias!. The
bootstrap method was used to estimate the standard devia-
tions of the slopes, offsets, and Pearson’s linear correlation
coefficients~Presset al., 1992!.

To quantify the effects of stimulus duration and sound
level on the stimulus–response relation, we also performed a
nonlinear regression on the entire data set~all stimulus con-
ditions and recording sessions pooled; elevation data only!.
In this regression, the elevation gain,G« was a~nonlinear!
function of duration and sound level~five free parameters;
see the Appendix for details!.

Finally, to enable a quantitative comparison of the rela-
tive contributions of stimulus duration and stimulus level on
the response elevations across the different stimulus condi-
tions, we also performed two normalized multiple-linear re-
gressions on two relevant cross sections through the data~see
Sec. III!.

III. RESULTS

Typical localization results of the first experimental ses-
sion are presented in Fig. 2, which shows the endpoints of
the azimuth and elevation components of the head-
movement responses of subject FF together with the fitted
linear regression lines. We found for all subjects that sound-
source azimuth~s! was localized accurately with perfor-
mance remaining rather stable for all test conditions. In con-
trast, the elevation response components~m! depended
strongly on the different stimulus parameters. Correlation co-
efficients for the stimulus–response relations were typically
high. Both for the azimuth and elevation response compo-
nents they were found to be close to 1.0, except for the
shortest stimuli at the lowest sound level~26 dB!, where
correlations dropped to around zero for two subjects for both
azimuth and elevation. These stimuli were probably close to,
or even below, the detection threshold for these subjects.
Azimuth gains were stable for all conditions, except for the
3-ms condition at the lowest intensity, where gains were con-
siderably lower for those same two subjects. For the other
two subjects in this stimulus condition azimuth gains de-
creased only slightly. For the elevation responses, gains ap-
peared to increase with increasing duration for all stimulus
levels. For stimulus durations between 30 and 100 ms, the
response gain leveled off. For fixed durations the slope of the
elevation regression line also varied with stimulus level.

In Fig. 3 the gains for the azimuth response components
of sessions 2 and 3 are plotted as a function of stimulus
duration for all intensities and all six subjects. For most sub-
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jects, gains were around 1.0 or slightly higher, except for
subject HV, whose gains were around 1.4 in the third session.
Gains remained stable across the different stimulus condi-
tions. Note also that the gain values could vary considerably
between sessions. This is apparent for most of the subjects,
for whom the data appear to split into two separate clusters,

each one corresponding to a different recording session~2 or
3!. It might be due to simple day-to-day variation or to the
different intensity ranges used in the two sessions.

The data for the elevation gains obtained from these
same sessions are shown in Fig. 4 in the same format as Fig.
3. Although the absolute gain values differed between sub-
jects, qualitatively similar patterns emerged for all subjects
in both recording sessions. Elevation gain covaried with
sound duration for all stimulus intensities, although the effect
was most prominent at low and high levels. Gains were low-
est for the 3-ms bursts at 33 dB SPL, where elevation gains
were typically around 0.2–0.4. The fact that elevation gain
increased with increasing sound duration for all stimulus lev-
els, and not just for the highest stimulus levels, provides
support for the neural integration hypothesis and is inconsis-
tent with the adaptation hypothesis.

As can be noted in Fig. 4, elevation gain also appeared
to vary with stimulus intensity. This feature is better illus-
trated in Fig. 5, which shows elevation gain as a function of
absolute sound level~in dB SPL! for all stimulus durations
and all subjects who participated in sessions 2 and 3. The
gains were lowest for the lowest sound intensities, and espe-
cially for the shortest noise bursts. For intermediate sound
levels, gains increased to a maximum value, to decrease
again for higher sound levels. This latter phenomenon is
reminiscent of the negative level effect reported by Hart-
mann and Rakerd~1993! and Macpherson and Middlebrooks
~2000!. It can be seen, however, that gains varied with inten-
sity for all stimulus durations, not only the shortest ones,
although the changes tended to be smaller for longer stimu-
lus durations. The fact that elevation gains increased with
increasing sound level for low intensities, a positive level

FIG. 2. Stimulus response relations for azimuth~s! and elevation~m! re-
sponse components of subject FF for four different stimulus durations~col-
umns! and four different stimulus intensities~rows!. Data taken from session
1. Best-fit regression lines~dotted: azimuth, solid: elevation! are also shown,
together with the values of the azimuth and elevation gains.

FIG. 3. Azimuth gains as a function of stimulus duration for all six subjects
of sessions 2 and 3. The different line styles and symbols in each panel
correspond to the different stimulus levels. Note the absence of any consis-
tent trend and apparent separation of the obtained gain values for the two
sessions in all but one subjects.

FIG. 4. Elevation gains as a function of stimulus duration for all six subjects
of sessions 2 and 3. Same format as Fig. 3. Note the clear effect of stimulus
duration on elevation gain for all subjects and at all stimulus levels.
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effect, was not predicted by either the neural integration hy-
pothesis or the adaptation hypothesis.

It should be noted that, as in Fig. 3, three of the subjects
~MW, WV, FW! showed different gain values for similar
stimulus conditions in the two sessions, with higher gains in
session 3 than in session 2.

For a better comparison with the data of Macpherson
and Middlebrooks~2000!, elevation gains are plotted as a
function of sensation level in Fig. 6. Elevation gains in-
creased strongly at the lower sensation levels; above about
45 dB SL the gains decreased. This trend was obtained for all
stimulus durations.

In order to describe the effects of stimulus duration and
intensity for the entire data set, we performed a nonlinear
regression on all elevation responses of a given subject,
pooled across recording sessions and stimulus parameters. To
that end, the gain in the regression model of Eq.~1! was
taken to be a function of both intensity and duration, yielding
G«(D,I ). The shape of this function was estimated on the
basis of the results shown in Figs. 2, 4, 5, and 6. Thus, the
intensity dependence of the elevation response gain was de-
scribed by a simple parabolic function, to incorporate both
the positive and negative level effects. The effect of stimulus
duration was described by a saturating exponential, which
levels off for long durations. The response bias had a fixed
value. The regression model had five free parameters,
b1–b5 , which were found by minimizing the mse~fitting
between 1005–3195 data points; see the Appendix for de-
tails!. The model yielded a good description of the data, with

consistent parameter values for the different subjects and re-
cording sessions, and highR2-values~see Table III for re-
sults!. On the basis of these results we estimated the stimulus
intensity for which the elevation response gains reached a
maximum at2b1 /(2b2). Values were typically between
50–70 dB SPL, with a median of 62 dB SPL.

According to the adaptation hypothesis, the negative
level effect is obtained for short-duration stimuli only. Our
data, however, suggest that a negative level effect occurs at
all stimulus durations. Although this observation is supported
by the nonlinear regression model, it is not possible to quan-
titatively compare the strength with which each stimulus pa-
rameter influences the elevation responses because the differ-
ent variables are expressed in different units. A simpler way
to quantify these effects would therefore be to convert to
dimensionless variables~i.e., normalization!.

To restrict the analysis to the negative level effect only,
it is necessary to incorporate only that section of the data
where it occurs~for the highest stimulus levels!. To that end,
we performed a multiple linear regression on the normalized
elevation gains (N512) obtained by linear regression@Eq.
~1!# on the data from session 3 only~for which L558, 68, 73
dB SPL!

Ĝe5bL•L̂1bD•D̂, with X̂[
X2mX

sX
, ~2!

with mX and sX the mean and variance of the respective
variable~L is stimulus level in dB SPL,D is duration in ms,
and G« is the measured elevation gain!. In this regression,
bL andbD are the~dimensionless! partial regression coeffi-
cients. The resulting regression parameters for each subject
are listed in Table II~left portion!. Note that all coefficients

FIG. 5. Elevation gains as a function of intensity~in dB SPL! for all six
subjects of sessions 2 and 3. The different line styles and symbols corre-
spond to the different stimulus durations. Note the consistent nonmonotonic
changes of elevation gain with stimulus level. Note also that both a positive
and a negative level effect were observed for all stimulus durations.

FIG. 6. Elevation gains as a function of sensation level for all six subjects of
sessions 2 and 3. Same format as Fig. 5.
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for stimulus level are indeed negative, while for sound dura-
tion they are positive. More importantly, the absolute values
of the two parameters are roughly equal, indicating that at
high stimulus levels both stimulus factors influence the el-
evation gain to a comparable degree.

A positive level effect was obtained for lower stimulus
levels and for all stimulus durations. To quantify this effect
we performed a multiple linear regression@Eq. ~2!# on the
normalized elevation gains (N512) for the lower stimulus
levels (L533, 43, 53 dB SPL!. The resulting regression pa-
rameters are listed in Table II~right portion!. The coefficients
for stimulus level are all positive and their absolute values
are slightly smaller than for the negative level effect. For
sound duration, the values are roughly equal to the duration
values for the negative level effect.

If this positive level effect were entirely due to a poor
signal-to-noise ratio~SNR!, the response variability would
be expected to systematically vary with stimulus duration
and sound level in a similar way as the response gain. To test
for this, Fig. 7 shows the response variability~defined as the
mean-squared error around the regression line! of the data
from sessions 2 and 3 as a function of stimulus intensity for
the different stimulus durations. Note that only for the lowest
stimulus intensities and shortest durations was the response
variability higher than for the other conditions for most sub-
jects. Only for subjects MW and HV did the variability in-
crease for high intensities, but this was true for all durations.
Interestingly, the variability obtained for the high-intensity,
short-duration stimuli was indistinguishable from the other
stimulus conditions. For the majority of stimulus levels, the
variability is quite comparable~around 10 deg!.

IV. DISCUSSION

By systematically varying both sound duration and
sound level within the same experimental session, the current
experiments confirm and extend recent reports by Hofman
and Van Opstal~1998! and Macpherson and Middlebrooks
~2000!, and provide more insight into the combined effects
of these stimulus parameters on human sound localization.

The results show that the azimuth response components
remained virtually unaffected for all stimulus conditions
~Figs. 2, 3! except for stimuli with an intensity around the
detection threshold. However, the responseelevation gain
was strongly affected by both stimulus parameters~Figs. 2,
4–6!. Neither response bias~not shown!, nor response vari-

ability ~Fig. 7! was systematically related to the stimulus
parameters. Our results are summarized in Fig. 8, which
plots, in the format of Fig. 1, the prediction of Eq.~A2! ~see
the Appendix! applied to the pooled elevation gain data of
subject JV. A comparison of Figs. 8 and 1 indicates that
neither the neural integration model, nor the adaptation
model explains the data well.

For all subjects, elevation gains increased with increas-
ing sound duration, until a plateau was reached for durations
above 30 ms. Although the effect was most conspicuous at
the lowest and highest sound levels, it was apparent for all
stimulus intensities tested. These results, especially for the
higher intensities, are in good agreement with the results
reported by Hofman and Van Opstal~1998!, who tested their
subjects at 70 dB SPL.

TABLE II. Normalized partial regression coefficients for stimulus duration and intensity for the negative level
effect~data of the third session: 58, 68, 73 dB SPL!, and for the positive level effect~data of the second session:
33, 43, 53 dB SPL! @Eq. ~2!#.

Subject

Negative level Positive level

bL bD R2 bL bD R2

JV 20.61 0.68 0.79 0.69 0.50 0.66
MW 20.68 0.65 0.85 0.27 0.83 0.70
HV 20.75 0.32 0.59 0.27 0.80 0.64
MZ 20.54 0.78 0.86 0.86 0.43 0.91
WV 20.44 0.78 0.76 0.10 0.78 0.54
FW 20.62 0.73 0.90 0.32 0.88 0.84

Mean 20.61 0.66 ¯ 0.42 0.70 ¯

FIG. 7. Variability of elevation responses as a function of stimulus intensity.
The different line styles and symbols correspond to the different stimulus
durations. For most stimuli the variability is comparable; in contrast to the
effects on response gain values, the variability does not change with record-
ing session.
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Elevation gains varied in a nonmonotonic way with
sound intensity~Figs. 5, 6!. At low sound levels gains were
low; they increased for intermediate sound levels~positive
level effect!, and decreased again for stimulus levels above
about 55–65 dB SPL~negative level effect!. When elevation
gains are plotted as a function of sensation level, our results
are in good agreement with the findings of Macpherson and
Middlebrooks~2000!.

In contrast to Macpherson and Middlebrooks~2000!,
however, our results indicate that both stimulus parameters
affect the localization of sound-source elevation to a compa-
rable degree~Table II!. A possible reason for this difference
might be that in the present study all stimulus conditions
were randomly interleaved instead of presented in separate
blocks of trials with fixed duration. As is illustrated, e.g., in
Figs. 3 to 6 there can be considerable day-to-day variation in
the absolute values of the obtained gains. Such a variability
might potentially mask the effects.

This variability in our results between sessions could be
due to simple day-to-day variation, or it could be the result
of the differences in the intensity range used~33–63 vs
58–73 dB SPL!.

Taken together, our results extend the findings of Hof-
man and Van Opstal~1998! and Macpherson and Middle-
brooks ~2000! and provide a more complete picture of the
effect of sound duration and intensity on localization behav-
ior. The data indicate that the negative level effect is not
sufficient to account for the gain–duration relation which

was found to persist for lower stimulus levels too.
We therefore propose that the gain–duration effect is

indicative of a neural integration mechanism that accumu-
lates evidence in order to ‘‘construct’’ its best estimate of
sound-source elevation. As noted by Macpherson and
Middlebrooks~2000!, the negative level effect clearly does
not fit into such a scheme, but rather provides support for the
adaptation model. Note, however, that the consistent effects
on elevation gain of other temporal stimulus parameters like
sweep duration or interburst interval for long-duration~500
ms! stimuli at 70 dB SPL~Hofman and Van Opstal, 1998!
are not readily explained by saturation of cochlear excitation
patterns.

The conceptual neural-integration model put forward by
Hofman and Van Opstal~1998! provides an explanation for
the consistent finding that elevationgain is affected by the
temporal stimulus parameters. In short, it proposes that the
gain reflects the confidence level about the system’s final
estimate of sound-source elevation. This confidence is ob-
tained by the internal correlation of the sensory spectrum
@repeatedly sampled over short~,5 ms! time windows# with
learned and stored representations of the subject’s spectral
cues, and subsequently averaged over a longer time window
~several tens of ms!. Clearly, this model should be extended
to accommodate the level-dependent effects described in the
present study.

In the absence of any certainty about stimulus location
~e.g., due to low SNR!, the default estimate might primarily
rely on nonacoustic factors like prior knowledge about po-
tential source locations. For example, in the current experi-
ment this would be on average the straight-ahead location
within the frontal hemifield. These factors may thus set the
default gain of the internal estimate to zero, as well as an
initial response bias~an average expected location!. The ac-
tual response of the subject would thus be determined by a
relative weighting of the prior expectation and the accumu-
lated acoustic evidence for the veridical sound elevation. Id-
iosyncratic day-to-day variation of the weighting factor
could underlie the intersession variability in observed gains.

It is straightforward to appreciate how the dynamic cor-
relation model of Hofman and Van Opstal~1998! could be
extended to incorporate the nonlinear influence of stimulus
level ~Fig. 9!. At low stimulus levels and short durations the
accumulated evidence remains low; hence, the response gain
will be low too. Note that the observed gains were not zero

FIG. 8. Schematic summary of the results, presented in the same format as
Fig. 2. Curves are based on the parameters of a nonlinear regression@Eq.
~A2!# on the elevation gain data of all three sessions for subject JV. Note the
logarithmicx axis.

FIG. 9. Extension of the conceptual model of Hofman and Van Opstal~1998! in which the output of the short-term integration stage~which embodies a
‘‘multiple look’’ on the sensory spectrum over short~,5 ms! time windows! depends on sound level. The latter may be due to cochlear nonlinearities and/or
neural tuning properties. Following the spectral correlation stage~comparison of the short-term sensory spectrum with stored HRTFs!, a dynamic estimate of
elevation is generated by averaging over a longer time window of several tens of ms. The output of this final stage is weighted against a preset default
estimate, that may be based on prior expectation.
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for this condition, and that responses appeared to correlate
well with the actual stimulus locations. Increasing the stimu-
lus level will in turn improve the correlation, since the signal
exceeds the critical SNR sooner. This effect would account
for the positive level effect observed in our data. In the same
vein, longer stimulus durations accumulate more and more
evidence about the veridical sound elevation.

The nonlinear effect of stimulus level~positive and
negative gain changes! reported in this paper could in prin-
ciple be attributed to cochlear mechanisms~e.g., nonlinear
amplification at low levels, and compression, or even clip-
ping, at high levels!. Alternatively, it might be due to central
neural processing mechanisms~like neural saturation, or
neural tuning to a specific optimal sound level; e.g., Ryan
and Miller, 1978!, or to both mechanisms. On the basis of the
current experiments it is not possible to dissociate these pos-
sibilities.
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APPENDIX:

In the nonlinear regression model of the elevation re-
sponses, the gain,G« was taken as a function of stimulus
duration,D, and sound level,L

«R5G«~L,D !•«T1b« . ~A1!

Based on the stimulus-specific linear regressions, plotted
in Fig. 2, and the resulting gains, plotted in Figs. 4–6, the
following function was chosen to capture the observed ef-
fects:

G«~L,D !5b1•L1b2•L21b3•~12e2b4•D!,

b«5b5 , ~A2!

with L stimulus level~in dB SPL!, D duration ~in ms!. Fit
parametersb1–b5 were obtained by minimizing the mean-
squared error between model and data. The resulting regres-
sion parameters for each subject are listed in Table III.

Note that2b1 /(2b2) provides an estimate of the stimu-
lus level that yields the highest elevation gain. For the sub-
jects in this study, this optimal sound level was typically
between 50–70 dB SPL. The value of 1/b4 determines at
which stimulus duration the elevation gain is estimated to
reach 63% of its maximum value: this yields values between
10–30 ms.
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TABLE III. Partial regression coefficients for the multiple nonlinear regression on the data for all subjects and
all stimulus conditions@Eq. ~A2!#.

Subject

Elevation gain
Bias
b5 R2 N Sessionb1(•1022) b2(•1024) b3 b4(•1022)

JV 2.5 22.3 0.46 3.3 23.2 0.75 3195 1,2,3
FF 1.8 21.8 0.52 8.6 1.8 0.79 1727 1
JM 1.0 20.73 0.58 5.9 4.1 0.66 1616 1
JO 0.082 1.1 0.44 7.5 7.0 0.58 1005 1

MW 1.5 20.99 0.35 7.1 9.7 0.71 1584 2,3
HV 2.1 21.7 0.18 9.8 2.0 0.77 1585 2,3
MZ 1.3 20.65 0.34 3.3 8.4 0.72 1562 2,3
WV 1.5 21.2 0.31 8.8 8.6 0.82 1577 2,3
FW 0.72 20.28 0.46 5.7 11.7 0.50 1592 2,3
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Head-related transfer functions~HRTFs! measured from human subjects were approximated using
infinite-impulse-response~IIR! filter models. Models were restricted to rational transfer functions
~plus simple delays! so that specific models are characterized by the locations of poles and zeros in
the complex plane. Theall-pole case~with no nontrivial zeros! is treated first using the theory of
linear prediction. Then the generalpole-zeromodel is derived using a weighted-least-squares~WLS!
formulation of the modified least-squares problem proposed by Kalman~1958!. Both estimation
algorithms are based on solutions of sets oflinear equations and result in efficient computational
schemes to find low-order model HRTFs. The validity of each of these two low-order models was
assessed in psychophysical experiments. Specifically, a four-interval, two-alternative, forced-choice
paradigm was used to test the discriminability of virtual stimuli constructed from empirical and
model HRTFs for corresponding locations. For these experiments, the stimuli were 80 ms, noise
tokens generated from a wideband noise generator. Results show that sounds synthesized through
model HRTFs were indistinguishable from sounds synthesized from original HRTF measurements
for the majority of positions tested. The advantages of the techniques described here are the
computational efficiencies achieved for low-order IIR models. Properties of the all-pole and
pole-zero estimators are discussed in the context of low-order HRTF representations, and
implications for basic and applied contexts are considered. ©2004 Acoustical Society of America.
@DOI: 10.1121/1.1650332#

PACS numbers: 43.66.Qp, 43.64.Ha, 43.66.Pn@LRB# Pages: 1714–1728

I. INTRODUCTION

The acoustical transfer function from a free-field source
to a listener’s eardrum embodies all of the phase and ampli-
tude effects associated with the location of both the source
and receiver~e.g., the diffraction effects caused by the pres-
ence of the body, head, and pinna of the listener!. This trans-
formation, which is generally assumed to be linear, can be
described either in the frequency domain, in which case it is
referred to as the head-related transfer function~HRTF!, or in
the time domain as an impulse response, in which case it is
called the head-related impulse response~HRIR!. These al-
ternative representations are related by the Fourier transform.
The source-to-eardrum transformation, however it is repre-
sented, is a major determinant of perceived sound source
location, and the efficient characterization of this transforma-
tion is the focus of this paper. Although it has been demon-
strated that specific features in the HRTF carry information
about sound source location,~Blauert, 1996; Middlebrooks,
1992!, conclusive evidence on the exact nature of these fea-
tures and their interpretation by the auditory system has not
been reported; thus, it is not clear what the most efficient
representation would be.

Most measurements of the HRTF consist of time–

domain measurements of the HRIR, either directly as the
response to an acoustic pulse or indirectly by deconvolving
the average response to a wideband input such as a Golay
code sequence or a maximum-length sequence. The result of
these measurements is generally a finite length approxima-
tion to the HRIR. This can be thought of as a finite-impulse-
response~FIR! filter response or as a finite-length approxi-
mation to the impulse response of an infinite-impulse-
response~IIR! filter. In either case, the empirical HRTF is
computed as the Fourier transform of the measured~finite-
length! HRIR.

HRTFs, as empirically measured, have complicated
characteristics with multiple peaks and notches in their mag-
nitude spectra and several approaches have been suggested
for efficient descriptions. The significance of specific charac-
teristics of the HRTF for sound localization has been ex-
plored to some extent by combinations of HRTF modeling
and experiments. For example, Martens~1987! used an ap-
plication of principal-components analysis~PCA! to model
HRTFs and reported a systematic variation of model param-
eters for azimuthal source positions. Kistler and Wightman
~1993! extended the use of the PCA approach and, in an
analysis that included the psychophysical validation of the
model-reconstructed HRTFs, successfully demonstrated a
technique for low-order HRTF representation. Kulkarni and
his colleagues also explored the adequacy of simplifications
in the magnitude spectrum~Kulkarni and Colburn, 1998! and
in the phase spectrum~Kulkarni et al., 1999! with psycho-
physical experiments. In a study more closely related to the

a!Current address: Bose Corporation, MS 15D, The Mountain, Framingham,
Massachusetts 01701.

b!Correspondence to Steve Colburn at Department of Biomedical Engineer-
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present one, Asanoet al. ~1990! used IIR models with dif-
ferent degrees of simplification to investigate the role of mi-
croscopic and macroscopic patterns in HRTFs for median
plane localization. Elegant IIR modeling methods for HRTFs
have also been reported by Blommer and Wakefield~1994!.
The current study further investigates the use of low-order
IIR models to describe HRTFs with a focus on efficient~lin-
ear! computational methods.

One of the objectives of this study was to explore the
effectiveness of low-order IIR models in preserving direc-
tional information. There are several motivations to our ap-
proach. First, a parsimonious description of the HRTF can
have practical benefits in virtual auditory display applica-
tions. The use of HRTFs in the generation of virtual stimuli
for presentation over headphones has been efficiently imple-
mented by several laboratories~e.g., Wightman and Kistler,
1989a, 1989b!. In these implementations, sound stimuli are
convolved with the FIR impulse responses measured in the
ear canal for a source at the position being simulated. Low-
order IIR implementations of the HRTF have a significant
computational advantage over their FIR equivalents. In spite
of the evolution of signal processing hardware which makes
FIR filtering a reasonable choice, this computational advan-
tage cannot be ignored, particularly when the virtual display
is used to render multiple sound sources and complicated,
reverberant acoustical environments. Second, a perceptually
appropriate low-order representation of the HRTF may pro-
vide insight into sound localization mechanisms. The useful-
ness of various cues embodied in the HRTF is incompletely
understood, and identifying an appropriate simple represen-
tation of the HRTF can be used to study attributes in the
ear-input signal that lead to directional perceptions. Finally,
an appropriate low-order model can be used to study the
physical mechanisms resulting in features in the HRTF~e.g.,
Algazi et al., 2002!. Because these features are idiosyncratic
to individuals ~e.g., Wightman and Kistler, 1989a!, gaining
this insight could result in computational methods for gener-
ating HRTFs that would not rely upon making empirical
measurements from individuals. It should be noted that mak-
ing such measurements is both tedious and requires special-
ized equipment and facility~e.g., Wightman and Kistler,
1989a!.

In this paper, we demonstrate techniques that can be
used to develop IIR models of any desired order. Further, we
validate the models for two low-order conditions with psy-
chophysical measurements. Our approach to validation is to
investigate the discriminability of sounds synthesized
through an empirically measured HRTF for a given position
with that from a model of the HRTF. Note that the discrimi-
nation measure is a complete test of model implementation
because it requires the model to render both the directional
and nondirectional attributes of a source indistinguishably
from its empirical characterization.

The remainder of this paper is organized as follows. In
Sec. II we describe two IIR model architectures. Details of
the model optimizations are provided in the Appendix. In
Sec. III, the psychophysical evaluation of the modeled
HRTFs is presented. The results presented here suggest that

IIR models can provide efficient descriptions of HRTFs with
a very small numbers of parameters.

II. IIR MODELS OF HRTFs

The problem of IIR filter modeling can be considered as
a rational transfer function approximation problem, which
has generated a class of solutions used to obtain parametric
models of random processes~c.f. Kay, 1988!. Within such a
framework, the set of HRTFs for all possible directions are
thought of as analogous to a random process. The sample
wave forms of such a random process are functions of fre-
quency and the underlying sample space is defined by the set
of directions with respect to the head of the receiving lis-
tener. As a result of individual differences~e.g., in head di-
mensions and pinna geometry!, this random process may
vary across individuals and acoustical environments. The
problem posed in this paper is for a single listener in an
anechoic environment; however, the modeling techniques
suggested are not restrictive and may be used for a general
listener in any given acoustical environment.

A. Model architectures

A general review of discrete-time rational transfer func-
tion models is given in Appendix A. Two specific model
architectures are investigated for determining an estimated
Ĥ(ev) for a given HRTF measured/empiricalH(ev). The
all-pole model has the form

Ĥ~ev!5
b@0#

11(k51
p a@k#e2vk

, ~1!

and the problem is to find thep coefficientsa@k# and the
scale factorb@0# that allow Ĥ(ev) to best approximate
H(ev).

The pole-zeromodel has the form

Ĥ~ev!5
b@0#1(k51

q b@k#e2vk

11(k51
p a@k#e2vk

, ~2!

and the problem is to find theq11 coefficientsb@k# andp
coefficientsa@k# to best approximateH(ev).

B. Model parameter estimation

The goal of the model fitting is to derive a fit to the
perceptually salient features in the HRTF set using a minimal
number of model coefficients. Ideally, therefore, it would be
desirable to have a psychoacoustically motivated criterion to
guide the model fitting algorithm. Additionally, the fitting
algorithm should be computationally tractable, easy to
implement, and robust in fits across various data. Given the
incomplete understanding of human hearing abilities, an ob-
jective perception-based metric is hard to define and elusive.
Consequently, our model fitting approaches were chosen to
have well-behaved signal-processing and numerical proper-
ties and model evaluation was left to listening experiments.
The question of ‘‘optimal’’ model order is not considered in
the current study. We recognize, however, that depending on
the application, this issue is clearly relevant.
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The model parameter estimation methods used in this
study are outlined below. Additional background and details
of the methods are provided in Appendix A.

The coefficientsa@k# for the all-pole model were esti-
mated using the autocorrelation method for linear prediction
~Makhoul, 1975; Papoulis and Pillai, 2002!. This method re-
quires the solving of equations written in terms of the auto-
correlation functionr hh@k# of them-point measured impulse
responseh@n#, where the autocorrelation function for the
real-valued ~and causal! h@n# is defined by r hh@k#
5(n50

1` h@n#h@n2k#. Specifically, the following set of linear
equations is solved fora@k#,

r hh@k#55 2(
l 51

p

a@ l #r hh@k2 l #; for k>1;

2(
l 51

p

a@ l #r hh@2 l #1b@0#h@0# for k50.

~3!

Note that, in terms of the impulse responseh@n#, the Yule–
Walker equations are nonlinear, but in terms of the autocor-
relation function computed from the measurements ofh@n#,
the equations are linear. For our approximation problem with
p,m, the set ofm11 linear equations is overdetermined,
and a simple solution is not possible. For the calculations
below, the Levinson algorithm~Levinson, 1947; Kay, 1988!
was used to solve this system of linear equations for several
different model orders~i.e., for different values ofp!.

A weighted-least-squares approach is used to estimate
thepole-zeromodel coefficientsb@k# anda@k#. As described
in more detail in Appendix A.2, our approach was to mini-
mize the error between the modelĤ(ev) and the original
spectrumH(ev) on a decibel scale. This ensures that the
solution is not biased toward spectral peaks~regions of high
spectral energy! relative to valleys~regions with low energy!.
Given that it has been demonstrated that information in the
form of both peaks~Blauert, 1996! and valleys~Musicant
and Butler, 1985! is important for information about the
sound source location, we consider the error metric on a
decibel scale to be more relevant than an error metric utiliz-
ing absolute error on a linear scale. Specifically, we seek an
iterative solution in terms ofAi(e

v) andBi(e
v), which are

defined as

Ai~ev!5 (
k50

p

ai@k#e2vk

5Fourier transform of the model coefficients

ai@k#,

Bi~ev!5 (
k50

q

bi@k#e2vk

5Fourier transform of the model coefficients

bi@k#,

and the model coefficients converge to the final IIR approxi-
mation. As outlined in Appendix A.2, the problem was refor-
mulated to seek a solution that minimizes the following
equation:

Ĉi5
1

2p E
2p

p

uWi~ev!u2UH~ev!Ai~ev!

Ai 21~ev!
2

Bi~ev!

Ai 21~ev!
U2

dv,

~4!

where the weighting functionsWi(e
v) and theAi 21(ev)

are calculated from results of the previous iteration, as de-
scribed below.@Note, as the iterations converge and (Ai

→Ai 21), the error becomes a weighted average ofH(ev)
2Bi(e

v)/Ai(e
v).] In this analysis, as explained more fully

in Appendix A.2, the error metric above is defined in terms
of the weighting function,

Wi~ev!5

F loguH~ev!u2 logUBi 21~ev!

Ai 21~ev!
UG 2

uH~ev!Ai 21~ev!2Bi 21~ev!u2
. ~5!

~In addition to this weighting function, we restricted the fre-
quencies included in the error analysis to frequencies rel-
evant to human listeners. Specifically, only frequencies be-
tween 300 and 15 000 Hz were considered by applying a
weighting function that had a value of unity in this frequency
range and a value of zero outside this range.! As the itera-
tions converge, the error metric converges to a measure of
the decibel difference in the magnitude of the frequency re-
sponse.

In order to achieve rapid solutions, the error equation is
rewritten in the time domain, in a form that is equivalent to
the regression equation, which allows for a fast and easy
solution. First, we define the simplifying notation

Yi~ev!5Wi~ev!
H~ev!

Ai 21~ev!
~6!

and

Xi~ev!5Wi~ev!
1

Ai 21~ev!
. ~7!

With this notation, the error can be rewritten as minimizing
* uE(ev)u2dv/2p, where

E~ev!5Yi~ev!Ai~ev!2Xi~ev!Bi~ev!.

This equation can now be transformed to the time domain to
give the following linear function, in terms of thep1q11
variables$ai@1#,ai@2#,...,ai@p#,bi@0#,bi@1#,...,bi@q#%, that
determines theith iteration of the filter,

ei@ j #5 (
k51

p

ai@k#yi@ j 2k#1yi@ j #2 (
k50

q

bi@k#xi@ j 2k#.

~8!

A minimum-squared-error is achieved by the minimization
of ( j 50

N (ei@ j #)2, which is equivalent to optimizing the re-
gression equation, and the solution for each iteration is very
simple.

The number of poles and zeros (p,q) used for a given
minimization was varied systematically to obtain different
low-order model representations of a HRTF. At the start of
each minimization procedure (i 50), coefficients ofA(ev)
were initialized to thep all-pole coefficients obtained using
the Levinson algorithm discussed in the previous section and
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the coefficients ofB(ev) were initialized to the firstq11
taps of the FIR filter being modeled. The procedure then
typically terminated after four iterations of Eq.~4! to con-
verge to a near-optimal set of coefficients for that given
model order. In the final implementation, we used a total of
six iterations to obtain the model coefficients.

C. HRTF data modeled

HRTFs measured from 47 human listeners were fit using
the techniques described above. The human HRTF measure-
ments were obtained from Dr. Fred Wightman at the Univer-
sity of Wisconsin and from the CIPIC database available
from the University of California at Davis~Algazi et al.,
2001!. The Wisconsin data used here correspond to that from
the subject SDO reported in a previously published study
~Wightman and Kistler, 1989a!. The second set of Wisconsin
data ~SOW!, also obtained at the University of Wisconsin
anechoic chamber facility, was measured from one of the
authors~AK ! of this study.

The SDO dataset consists of 144 measurements from
different source locations. Specifically there are six elevation
measurements,~every 18° from154 to 236°! at each of 24
azimuths~sampled every 15° starting from directly behind!.
The resulting impulse responses are 512-tap FIR filters at a
sampling rate of 50 kHz. Details of the measurement proto-
col have been reported in Wightman and Kistler~1989a!. The
SOW dataset consists of 505 measurements. There are 14
elevation measurements~every 10° from180 to 250°! at
each of 36 azimuths~sampled every 10°, starting from di-
rectly behind!, plus a measurement from directly above
~190°!. The resulting impulse responses are 512-tap FIR fil-
ters measured at a sampling rate of 100 kHz. For the pur-
poses of this study we downsampled these data, giving an
equivalent 256-tap filter at 50 kHz and zero-padded it to 512
taps.

Finally, the CIPIC data consists of measurements from
45 listeners. There are 25 azimuths from290 to 190°,
where190° is the location directly aligned with the left ear
and290° is the location directly aligned with the right ear.
There are 50 elevations at each azimuth, from245° ~below
in front! to 230° ~below and behind! the listener. The mea-
surements are available as 200-tap FIR filters at a sampling
rate of 44.1 kHz. Details of the measurement protocol used
to obtain these measurements have been reported in Algazi
et al. ~2001!.

D. Model evaluation

Models for the HRTFs were obtained by assuming that
they are minimum-phase functions. Given that any system
function can be expressed as a combination of a minimum-
phase function and an all-pass function~Oppenheim and
Schafer, 1975!,

H~ev!5Hmin~ev!Hap~ev!, ~9!

we assumed that the HRTF is a minimum-phase function and
that the all-pass component is a position-dependent but
frequency-independent time delay for that position. This

minimum-phase assumption was found to be adequate in an
independent study~Kulkarni et al., 1999!.

Forcing the IIR filter models to be minimum phase is
advantageous because we only need to consider a fit to the
HRTF magnitude function, the accompanying Hilbert phase
being unique for a minimum-phase function. During the psy-
chophysical testing of the models the appropriate interaural
delay was introduced in the signals. This is discussed further
in Sec. III C.

For each set of HRTFs, the mean log-magnitude func-
tions of the measurements at the right and left ear, respec-
tively, were computed. These mean functions include the
direction-independent spectral features shared by all mea-
surements at a given ear~e.g., the ear canal resonance at
about 2.5 kHz and artifacts resulting from the1

4-wavelength
notch in the measurement caused by standing waves, etc.!.
The mean functions were subtracted~in dB! from the log-
magnitude function of each measurement at the appropriate
ear. We refer to the residual log-magnitude functions as the
directional transfer functionsor DTFs after Kistler and
Wightman ~1991!. As noted in that study, DTFs represent
primarily direction-dependent spectral effects. The DTFs
were then converted back to a linear scale before fitting them
with the modeling protocols.

The primary results reported in this study are model fits
to DTFs. As noted above, the HRTF is composed of the DTF
and a common, direction-independent, transfer function. The
models can, of course, be used to fit the whole HRTF and we
do provide some results of fitting the complete HRTF when
comparing our results with some previous studies. The DTFs
are particularly interesting because they embody the
direction-dependent features of the HRTF. Furthermore, for a
virtual display implementation, it is best to implement the
common transfer function as a fixed, position-invariant, filter
in series with the variable DTF filter. The DTF, which would
be a lower-order filter compared to a fit to the whole HRTF,
can then be changed to render sound for particular directions.
Having the variable filter be of low-order minimizes the stor-
age requirements in virtual displays and also makes it easier
to implement dynamic events like moving sound sources and
switching source directions in general.

The goodness of fit can be quantitatively expressed in
many ways. Almost all forms of this measure, however, are
not completely satisfying from a psychoacoustical perspec-
tive and several forms were used in the preliminary evalua-
tion of the pattern of errors from model approximations. All
forms of error criteria we used resulted in very similar error
distributions and we finally chose to express the error be-
tween the actual and fitted log-magnitude DTFs using the
following expression:

E520U E
2p

p

„log10uH~ev!u2 log10uĤ~ev!u…2
dv

2p U1/2

.

~10!

In the above equation the notationH(ev) refers to the
DTF and the notationĤ(ev) refers to the model fit to the
DTF. This error measure was used as a relative means to
judge the accuracy of fits within and across HRTF datasets.

A large number of model orders, for both the all-pole
and the pole-zero architectures, were simulated. We present
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results only for the 25-pole~all-pole! model and the 6-pole,
6-zero~pole-zero! model. These cases were chosen as a rea-
sonable compromise between the number of parameters and
the resulting errors, both objectively calculated and subjec-
tively perceived.

E. Results and discussion

The errors in fitting the human HRTF measurements
were analyzed at each of the measured HRTF positions. Note
that, following the minimum-phase assumption for HRTF
phase, only fits to the magnitude spectra were analyzed. The
distribution of errors across the position obtained from such
an analysis, for the all-pole model with 25 poles, is presented
in Fig. 1 for left and right ears of the SDO and SOW
datasets. The corresponding results for a pole-zero model

with six poles and six zeros are presented in Fig. 2. Note that
a source located at190° azimuth is directly across from the
left ear ~i.e., the right ear is the shadowed ear! and a source
located at290° is directly across from the right ear~i.e., the
left ear is the shadowed ear!. Example fits to DTFs for a set
of azimuths at zero elevation from the SDO HRTF dataset,
using both the all-pole model with 25 poles~dotted lines!
and the pole-zero model with six poles and six zeros~dashed
lines!, are shown in Fig. 3. Fits to DTFs, using the same
models, from six median plane elevations~zero degrees azi-
muth! from the same dataset are presented in Fig. 4. The
calculated error in the model fits is indicated in each panel.
Several observations are noteworthy. First, in general, the
pole-zero model with six-poles and six-zeros provides good
fits to DTFs. Predictably, fits arising from the all-pole model

FIG. 1. Error distributions as a function of the source
position for 25-pole DTF models for the SDO and SOW
datasets~top and bottom panels!, respectively. The left
and right columns correspond to the left and right ear
results. See the text for details of each dataset.

FIG. 2. Error distributions as a function of the source
position for six-pole, six-zero DTF models for the SDO
and SOW datasets~top and bottom panels!, respec-
tively. The left and right columns correspond to left and
right ear results. See the text for details of each dataset.
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seem to better approximate peaks than troughs in the DTFs,
whereas the pole-zero model reconstructions provide good
approximations to both the peaks and the troughs in the
DTFs. Second, comparing results shown in Figs. 1 and 2
reveals that errors in model reconstructions from both mod-
els are systematic, being maximum at the low source eleva-
tions ~below 0°! for the ear farther away from the source and

being minimum at all high source elevations. This may be
because of a systematic trend in the complexity of the DTF,
which arises from acoustical diffraction and scattering of the
sound signal from the head and torso for different source
locations. At low source elevations, at the ear shadowed from
the source, the head and torso, in addition to the pinna, result
in complex interactions in the sound waves reaching the far

FIG. 3. Example fits to azimuthal
~horizontal plane! DTFs ~solid lines!
from the SDO dataset using an all-pole
~ap! model with 25 poles~dotted line!
and a pole-zero~pz! model with six
poles and six zeros~dashed lines!. The
empirical measurements are for every
45°, starting from directly behind. The
error resulting from the fits is indi-
cated in each panel for each model.

FIG. 4. Example fits to median plane
DTFs ~solid lines! from the SDO
dataset using an all-pole~ap! model
with 25 poles~dotted line! and a pole-
zero~pz! model with six poles and six
zeros ~dashed lines!. The empirical
measurements are for every 18° be-
tween 154° and 236° in front. The
error resulting from the fits is indi-
cated in each panel for each model.

1719J. Acoust. Soc. Am., Vol. 115, No. 4, April 2004 A. Kulkarni and H. S. Colburn: Infinite-impulse response models



ear. Also, the signal to noise ratio in the measurement is
poorer at these locations. Hence, as may be noted from the
error distributions, the error for the left and right ear fit is
maximum for source locations where the ear is maximally
shadowed. At high elevations, the acoustic path to either ear
is more direct and includes primarily the pinna and the top
portion of the head. The DTF at high elevations is smoother
and better approximated by the models. This is consistent
with there being a low~and fairly constant! error at the high
elevations for all source azimuths.

The results from modeling data from the CIPIC database
are very similar to those from the SDO and SOW datasets
described above. As an example, the errors resulting from
fitting a pole-zero model to subject 003 from the CIPIC da-
tabase are shown in Fig. 5. The coordinate system for source
location covers 25 azimuths from290 to190°, where190°
is the location directly across the left ear and290° is the
location directly across the right ear. There are 50 elevations
at each azimuth, from245° ~below in front! to 230°~below
and behind! the listener. The location directly overhead has
an elevation of 90° and the location directly in the back has
an elevation of 180°. Note that, as with the SDO and SOW
data, the errors in model reconstruction are worse at the low
source elevations~below 0° and greater than 180°! for the
ear maximally shadowed from the source. All the remaining
44 HRTF sets from the CIPIC database showed very similar
error trends to the data shown in Fig. 5. The maximum error
at any given location across all the CIPIC sets was 6.6 dB
compared to 6.4 dB in the SOW set. The quality of fits across
the CIPIC datasets was comparable to the fits shown in Figs.
3 and 4 for the all-pole and pole-zero models. Because of the
large amounts of data involved, the corresponding results
from the CIPIC database are not presented here.

The quality of the fits with the pole-zero model was
further investigated by looking at the worst case fits in all the
HRTF datasets. Again, because these observations can be

generalized across all sets, only data for the SDO set are
presented. The worst case fits with the pole-zero model for
the SDO set are shown in the top panels of Fig. 6. The worst
case fits occur at an azimuth of 105° and an elevation of
236° for the left ear and at an azimuth of290° and an
elevation of236° for the right ear. The errors corresponding
to the fits are 3.5 and 5.3 dB, respectively.

Note that, consistent with the observations above, these
worst-case fits occur for source locations where the ear is
significantly shadowed from the source and the DTFs show
considerable complexity and detail. While the model does a
reasonable job of fitting the complicated spectrum for these
source locations, it can be argued that it does not capture all
the complexity in HRTF and hence might perceptually com-
promise the spatial quality of sounds rendered with the
model. One choice would be to increase the numbers of
poles and zeros in the model so that a better match could be
obtained; however, a number of studies~Humanski and But-
ler, 1988; Morimoto, 2001; Macpherson and Middlebrooks,
2002; Wightman and Kistler, 1999! suggest that monaural
spectral features in the far ear do not contribute significantly
to spatial perception of the source. Specifically, Morimoto
~2001! has pointed out that the contribution of the spectrum
at the far ear to the localization of sources located more than
60° from the midline is not perceptually measurable. These
studies also point out that the interaural level spectrum has
little influence on spatial judgments. We believe, therefore,
that the spectral detail seen in shadowed ear spectra~source
azimuths exceeding 60° from the midline! are not perceptu-
ally relevant and that the smooth fit provided by the model
~the top panels of Fig. 6! is psychoacoustically adequate.
This question is explicitly addressed in Sec. III. With this in
mind, we conducted another analysis of model fits, where the
directions of interest were restricted so that far-ear azimuths
of more than 60° from the midline were ignored. The worst-
case fits obtained when the far-ear azimuths are constrained

FIG. 5. Error distributions as a func-
tion of the source position for a six-
pole, six-zero DTF model for SUB-
JECT 003 from the CIPIC HRTF
database. The left and right columns
correspond to the left and right ear re-
sults. See the text for details of each
dataset.
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to exclude azimuths exceeding 60° from the midline are
shown in the lower panels of Fig. 6. The worst mean-square-
error is now 1.6 and 1.9 dB for the left and right ear, respec-
tively, and occurs for sources located at an azimuth of 45°
and an elevation of 18° for the left ear and at an azimuth of
260° and an elevation of218° for the right ear. Note that
the model fits now appear to appropriately capture detail in
the raw spectra in the worst cases in the restricted set.

The above analysis was carried out for all of the HRTF
sets. The general nature of the complexity and the goodness
of fit shown in Fig. 6 is consistent for all of the HRTF sets at
which we looked. The exact location corresponding to the
worst case fits was different for each set, although it always
corresponded to a low-elevation from the range of azimuths
that would correspond to the most shadowing of the source
to the ear~275° to 2105° for the left ear and175° to
1105° for the right ear!. The nature of errors seen when the
HRTF set is meaningfully constrained to exclude some of the
far ear locations is also consistent across the sets. That is,
within the region where spectral detail is likely to be impor-
tant, the model appears to capture the relevant detail in the
DTF magnitude spectrum. Finally, the magnitude and range
of fitting errors was comparable across the HRTF sets, so
that we think that the fits shown in Figs. 3 and 4 are truly
representative.

The model fits obtained above indicate that the model is
capable of matching two or three significant features~i.e.,
peaks or troughs! in the DTF. In our experience with the
numerous HRTF sets, excluding regions where the far ear is
significantly shadowed, a model composed of six poles and
six zeros adequately characterizes the DTF, although the
model fits improve with an increasing order of the filters~the
number of poles and zeros!. A higher-order model can easily
be chosen if the discrepancy in the model output is consid-
ered too large. In the absence of objective psychoacoustical
criteria, the level of spectral detail in the HRTF that needs to

be accurately matched by the models is difficult to assess.
The appropriateness of the model fits are therefore further
assessed via listening experiments below.

F. Interpretation of pole-zero placements

Results from the pole-zero model may be analyzed by
imagining the positions of the poles and zeros in the complex
z plane. Viewed in this way, it is apparent that the model has
only six complex free parameters. Because we are dealing
with a real system, complex poles and zeros occur in a
conjugate-pairs pattern to provide a symmetry about the real
axis. Hence, for any given position we need only to keep
track of the real axis and any one half of thez plane. It may
be possible to relate the peaks and valleys observed in the
HRTF to specific pole-zero positions and understand their
physical significance. Observing the trajectories of the poles
and zeros with a changing source position could then provide
insight into the physics of the filtering action performed by
the pinna. We have not attempted to perform such an analy-
sis. Note that the actual placement of the poles and zeros
depends upon the order of the prescribed fit so that a com-
plete analysis would require knowledge of the exact order of
the physical system.

The filtering action of the torso, head, and pinna may be
equivalently viewed as constituting a multielement reso-
nance system. The direction-dependent resonators may be
derived by decomposing the pole-zero representation of the
DTF into second-order subsections. Using partial-fraction
expansion techniques, the general pole-zero form of Eq.~2!
may be expressed as

H~z!5 (
k50

Nd

Ckz
2k1 (

k50

Nr
b0k1b1kz

21

12a1kz
212a2kz

22
, ~11!

where z5ev. This system hasNr11 second-order reso-
nances that depend on source location. These DTF resona-

FIG. 6. Worst case fits to DTFs from
the SDO data using a six-pole, six-
zero model. The top panel shows the
worst fits using the entire set and the
bottom panel shows the worst fits
when the set is constrained to exclude
azimuths exceeding 60° from the mid-
line for the shadowed ear. Left and
right ear results are shown in the two
columns and the modeling error is in-
dicated in each panel.
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tors, combined with sections describing the acoustical effects
independent of the source direction, describe the HRTF. The
direction-independent effects, which include, for example,
the transfer function of the ear canal and the concha cavum,
are approximated by the mean log-magnitude function. The
description of the system in Eq.~11! comprisesNd11
simple scaled delay paths andNr11 second-order IIR reso-
nators. Accordingly, the six-pole, six-zero model of the DTF
results in a description comprising three second-order reso-
nators (Nr52) and a scaling factor (Nd50) in parallel.

The parallel element architecture is intuitively appeal-
ing, as it may be used to describe the HRTF in terms of
elemental filters. The multipath description of the system, in
which each element is activated simultaneously and then
combined to provide the final output, is an accurate descrip-
tion of the physical filtering process, although possible cou-
pling between the elemental resonators is ignored. In such a
formulation, spectral features of the HRTFs arise from the
amplitudes and phases of the simple resonators and their in-
teraction, as illustrated below. We note, however, that the
problem of interpreting, exactly, the nature of the resonances
is again confounded by the lack of knowledge of the order of
the system. The set of resonances resulting from the decom-
position described in Eq.~11! is unique for a given position
only if the order of the system is determined. The resonances
change if the prescribed order of the system is underesti-
mated.

Note that an analysis of the HRTF in the form of discrete
resonances was performed by Shaw~1968, 1974, 1996!, who
identified a group of eight resonant eigenfrequencies in his
measurement of transfer function from human ears. Our de-
scription of parallel resonances is consonant with Shaw’s
description of the pinna filtering process and in fact provides
an abstract description of the same process. A fit to a HRTF
using eight resonances is shown in Fig. 7. In the top panel of
the figure, the eight-resonance fit is plotted as the solid curve
and the terms corresponding to the individual resonances are
plotted in the lower panel. The notches in the HRTF marked

I and II in the upper panel correspond to the resonances
marked I~dotted line! and II ~dashed line! in the lower panel.
These resonances correlate well with similar descriptions ob-
tained from Shaw’s empirical studies. Note that the fit in Fig.
7 is a fit to the HRTF that is composed of a DTF and the
common ~direction independent! transfer function. While
reasonable fits to the DTF were previously obtained using
three resonances, additional resonances are required to fit the
common component of the HRTF.

The digital implementation of a resonator element re-
quires only two delay elements. From an implementation
point of view, the parallel-resonator filter realization would
have minimal propagation delay. This can have important
consequences for the implementation of dynamic virtual-
acoustic-space~VAS!, where the speed of switching between
two filters is bounded by the propagation delay in the filters.

III. PSYCHOPHYSICAL VALIDATION OF IIR FILTER
MODELS

The modeling results reported above show that excellent
fits ~evaluated quantitatively and visually! to the HRTF mag-
nitude spectrum can be obtained with low-order approxima-
tions. We realize, however, that the fitting criteria chosen
were based on an overall match to energy, and as such may
not be appropriate to use as a psychophysical metric to assess
the goodness of model fits. On the other hand, owing to the
multiple dimensions of perceptual space, an objective per-
ceptual metric cannot be specified easily. The perceptual ap-
propriateness of the models in rendering virtual sound
stimuli was thus evaluated directly via psychophysical test-
ing.

A. Psychophysical methods

The experiments measured the discriminability of
sounds processed through measured HRTFs and sounds pro-
cessed through model reconstructions of the HRTFs for the
same location. In a four-interval, two-alternative forced-

FIG. 7. An example eight-resonance fit~solid line! to a
complete HRTF is plotted in the top panel and the cor-
responding eight resonances are shown in the bottom
panel. The notches in the HRTF marked I and II in the
top panel can be selectively removed~dotted and
dashed lines, respectively! by not including the reso-
nances marked I and II~and plotted with dotted and
dashed lines! from the lower panel.
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choice ~4I,2AFC! paradigm, subjects were presented with
four sounds processed through empirical and model HRTFs.
Stimuli in three intervals of a set of four were processed
through empirical HRTF measurements for the position of
interest. The stimulus in either the second or third interval of
a trial ~determined randomly for each trial! was processed
through the model reconstruction of the HRTF. The task en-
tailed subjects choosing this odd interval from the set of four.
This paradigm has been reported to be particularly appropri-
ate when binaural cues are complex~Bernstein and Trahiotis,
1982!. The position was varied randomly from trial to trial
~and was fixed for the four intervals of each trial! and correct
answer feedback was provided on each trial.

Subjects were tested with HRTF reconstructions from
various model orders. Preliminary experiments suggested
that, whereas subjects could discriminate a 20-pole all-pole
model reconstruction and a 4-pole, 4-zero pole-zero model
from the original HRTF, they found the task to be very dif-
ficult when a 25-pole all-pole model or a 6-pole, 6-zero pole-
zero model reconstruction was used. In the following sec-
tions, detailed results from testing the 25-pole all-pole model
and the 6-pole, 6-zero pole-zero model are presented.

Finally, all our listening experiments were conducted
with nonindividualized HRTFs. It has been reported previ-
ously ~e.g., Wenzelet al., 1993! that localization accuracy is
degraded with nonindividualized HRTFs compared to using
individualized HRTFs. Because obtaining individualized
HRTFs is very specialized and tedious, several virtual acous-
tical space applications are constrained to use nonindividual-
ized HRTF data. While we did expect a deterioration in ab-
solute localization accuracy with our stimuli, feedback from
our listeners suggests that our simulation did result in an
externalized, well-localized, and compact sound source.

B. Subjects

Three subjects, one male and two females, participated
as volunteers in the experiment; their ages were between 20
and 26. The first author is subject S1. All three subjects had
normal hearing~as indicated by their pure tone audiogram!,
and had several hours of listening experience having previ-
ously participated in similar auditory experiments. Also, all
subjects had several hours of formal and informal listening
experience with virtual sound stimuli generated using the
SDO dataset.

C. Stimuli

The basic stimulus constituted a 80 ms burst of wide-
band noise~5 ms cosine-squared onset–offset ramps! pre-
sented at a comfortable listening level of about 65 dB SPL.
White noise samples derived from a random noise generator
~Grayson-Stadler, Model 1382! were low-pass filtered via an
analog low-pass filter having a cut-off frequency of 14 kHz
and a 20 dB per octave roll-off. Stimuli were presented in the
4I,2AFC task with an interstimulus interval of 500 ms. A
random rove in overall level~65 dB! was introduced in each
interval. The rove was implemented to discourage subjects
from using the level at any specific frequency as a cue to
differentiate between original and model filters. Note, how-

ever, that the relations among spectral components across
frequency was not modified by the rove and, if the spectral
shapes were different for the original and model filters, this
would still be available as a cue to listeners.

The stimuli were presented over headphones~Sony,
MDR-V6! after being convolved with the desired HRTFs.
The HRTFs used correspond to those from the SDO dataset.
The positions at which HRTFs were tested were restricted to
eight azimuths in the horizontal plane~every 45°, including
straight ahead! and six elevations in the frontal median plane
~every 18° 154 to 236°, including straight ahead at 0°!.
Hence a total of 13 positions were tested.

IIR filters for the all-pole and pole-zero models, charac-
terizing the DTFs for the positions of interest, were imple-
mented as follows. The all-pole filters were realized as a
cascade of biquadratic equations realized in atransposed di-
rect form II structure~Oppenheim and Schafer, 1975!. One
advantage of such an implementation, from a practical stand-
point, is that real factors and complex conjugate pairs can be
combined into second-order factors requiring minimum stor-
age and enhanced computational efficiency. The pole-zero
filters were realized as a parallel connection of elemental
second-order resonators, as described in a previous section.
Precomputed mean functions for the left and right ears rep-
resenting the direction-independent spectral features com-
mon to all measurements were constructed as minimum-
phase functions. These mean functions were modeled as a
fixed 6-pole, 6-zero, minimum-phase filter. The entire HRTF
was reconstructed by cascading~in series! the DTFs with the
mean function appropriate for that ear.

Because we lacked a real-time IIR computational en-
gine, the IIR filters corresponding to the DTFs and the fixed
mean functions were implemented in the FIR form by com-
puting their impulse responses. The model IIR filters are
minimum-phase functions and therefore also have a
minimum-phase impulse response. The impulse responses
were chosen to have 512 taps and were shown, both numeri-
cally and by measurement, to match the magnitude and
phase of the model IIR filters. A precomputed, position-
dependent, frequency-independent time delay was intro-
duced in the minimum-phase impulse response for the lag-
ging ear in order to provide the listener with the appropriate
interaural delay for the position of interest. More details on
the construction of the stimuli are provided in Kulkarniet al.
~1999!. Stimuli using these impulse responses were pre-
sented using the Convolvotron. The Convolvotron, which is
housed in an IBM PC compatible host computer, is a special-
ized digital-signal-processing device optimized for perform-
ing real-time convolutions. It presents, over headphones, the
composite binaural signal derived from simultaneously con-
volving up to four sound sources with an equal number of
HRTF pairs. For the purposes of this experiment, a single
channel of source input corresponding to the noise stimulus
was specified. For each presentation interval, a preprocessed
HRTF pair was moved from a file on the IBM PC onto the
memory of the Convolvotron that then performed the convo-
lutions.

1723J. Acoust. Soc. Am., Vol. 115, No. 4, April 2004 A. Kulkarni and H. S. Colburn: Infinite-impulse response models



D. Results

1. Subjective observations

All subjects reported perceiving compact and external-
ized sound images with all sound stimuli. Note that the ab-
solute accuracy of the simulated source was not tested in our
discrimination paradigm.

For the 25-pole~no zero! reconstruction and for the
6-pole, 6-zero reconstruction, subjects expressed great diffi-
culty attempting to discriminate model HRTFs from the
original measurements. There was no perceived loss of di-
rectional information in the model HRTFs. On most trials
subjects reported the perception of four different sounding
stimuli ~independent noise samples at different levels! from
the same direction.

2. Objective measurements
a. All-pole model. As noted above, for the 20-pole

model, subjects had little difficulty discriminating model
HRTFs from empirical HRTFs, and formal measurements
were not made. For the 25-pole~no zero! model, the subject
performance at the eight azimuths in the horizontal plane is
presented in the top left panel of Fig. 8 and performance at
the six elevations in the frontal median plane~including the
0° azimuth! is presented in the top right panel of Fig. 8. The
individual performance for each location is determined from
a total of 50 trials. The 95% confidence limits for chance
were calculated from a binomial model and plotted as the
two horizontal lines in the figure. For a significance level
a50.05, the region bounded by the two solid lines on the
graphs corresponds to a chance performance. We note from
Fig. 8 that, in general, subjects are operating at chance: sub-
ject performance was outside the confidence limits in only

two cases: subject S3 at the245° azimuth position and sub-
ject S1 at the218° elevation position. These deviations are
not unexpected because a fraction of individual trials would
be expected to exceed the confidence limits.

b. Pole-zero model.For the 4-pole, 4-zero model, sub-
jects had little difficulty discriminating model HRTFs from
empirical HRTFs and formal measurements were not made.
For the 6-pole, 6-zero model, subject performance at the azi-
muthal locations and the median plane elevations is pre-
sented in the lower left and lower right panels of Fig. 8. As
with the previous data, confidence bounds for a chance per-
formance~at a significance level ofa50.05! are indicated by
the two solid lines on the graphs. Again, note that the subject
performance rarely exceeds these bounds. Only subject S3 at
the145° azimuth and the218° elevation positions and sub-
ject S1 at the245° azimuth position exceed the bounds, and
even for these positions performance does not exceed the
bounds by much.

IV. COMPARISON WITH PREVIOUS STUDIES

In a previous study, Asanoet al. ~1990! also adopted a
pole-zero model to fit HRTFs measured in the median plane.
They used the Kalman modification of the least-squares
problem, presented in Appendix A, to obtain the model co-
efficients. They reported that very high model orders~40
poles and 40 zeros! were required to achieve psychophysical
performance that was comparable to that achieved using the
original ~empirically obtained! HRTF set in a absolute local-
ization task. We were able to demonstrate a good perfor-
mance in our listening tasks using low model orders for
DTFs ~six poles and six zeros!. We propose two explanations
for this large difference in required model orders between the

FIG. 8. The discrimination perfor-
mance of subjects for 8 horizontal-
plane and 6 median-plane location
plane locations~every 45°, starting
from directly behind! with the 25-pole
all-pole model for the DTFs and with
the 6-pole, 6-zero pole-zero model for
the DTFs. The 95% confidence region
at an a50.05 significance level is
shown by the region bounded by the
two solid lines.
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two studies. First, Asano and colleagues used the Kalman
algorithm to fit their model, which by itself does not provide
an optimal model fit. Several of the pole-zero pairs used by
Asano and colleagues could therefore have been redundant
and poorly utilized. In addition to the Kalman modification,
we used the iterative weighting procedure described above.
The results of fitting a DTF with a 6-pole, 6-zero model, with
and without this weighting procedure, is presented in Fig. 9.
For identical model orders, the superior fit~in the log-
magnitude domain! resulting from the weighting function is
obvious. Second, Asano and colleagues modeled the HRTF
directly whereas DTFs and mean functions were modeled
separately in the current study. By obtaining a mean function
for all measurements, we can invest all pole-zero pairs to
only fit the directional features of HRTFs. Because the mean
functions contain features common to all measurements, we
propose that it is most efficient for both storage and compu-
tation to process stimuli through desired DTFs and finally
through a common filter stage characterizing the mean func-
tion. The high model orders required by Asano and col-
leagues could also result from requiring a fit of the nondirec-
tional features, in addition to the directional ones. In a more
recent study closely related to ours, Blommeret al. ~1994!
have reported on the pole-zero modeling of HRTFs. They
propose a scheme that estimates the mean function and esti-
mates the poles and zeros of the DTF using a gradient de-
scent algorithm that minimizes thelog-least-squares-error
criterion. As in our method, Blommeret al. use thelog-error
criterion to overcome the shortcomings of the standard least-
squares error metric of fitting spectral peaks better than val-
leys. Unlike our method~which sets up an approximate qua-
dratic minimization!, however, they solve the nonlinear
problem algorithmically. There are merits to both ap-
proaches. Whereas the gradient descent approach is more
direct, it is known to suffer from problems associated with
local minima and is sensitive to the initial estimate of the
pole-zero positions. It is also computationally very expen-
sive. The weighted-least-squares~WLS! method, on the

other hand, solves a linear equation and is therefore ex-
tremely fast and requires little computational resource. An-
other difference in our study is the interpretation of the low-
order pole-zero model as describing a system of parallel
elemental resonators. While we maintain that pole-zero pat-
terns might provide some insight into the pinna filtering pro-
cess, decomposing the DTF into elemental,parallel reso-
nances is a more appropriate description of the physical
phenomenon, and we consider it to be a promising direction
for future study. Empirically, we have noted that the solution
to the WLS formulation converges for all the HRTF data
tested thus far. We hence consider it to be a very efficient
algorithm that provides low-order HRTF solutions that are
psychophysically correct.

V. CONCLUSIONS

In this study we explore the use of simple architectures
for representing the directional information encoded by the
HRTF. Results from rational-transfer function approximation
strategies suggest computational strategies that are easy to
implement in three-dimensional~3D! audio displays. A
marked improvement in computational efficiency in render-
ing directional sound over using the empirical measurement
is apparent. Also, the low-latency processing offered by the
pole-zero IIR filter makes it particularly promising.

Note that although we have not yet addressed the issue
of optimal model order to reconstruct HRTFs, this study sup-
ports the choice of low-order IIR models in general. The
signal analysis and behavioral experiment results indicate
that there is little loss of directional information in spatial
sound synthesized through the low-order IIR filter sections.
For the directions tested by us in the listening experiments,
stimuli rendered through a 6-pole, 6-zero model of the DTF
had inaudible differences from stimuli rendered through the
actual DTF. While it is not certain that this result would hold
across all listening positions and different HRTF sets, in-

FIG. 9. Example DTF~solid line! and model fits result-
ing from the Kalman modification used by Asano and
colleagues~dashed lines! and with the iterative weight-
ing procedure~dotted line!.
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creasing the order of the model~by adding a few extra poles
and zeros! could provide acceptable fits for conditions where
a discrepancy was noted.

The reduced number of parameters required to specify
HRTFs makes the models amenable to physical interpreta-
tion. For example, as shown earlier, the pole-zero model can
specify the DTF for a given position by six poles and six
zeros in the complexz plane. Because poles and zeros char-
acterize the resonances and antiresonances of a physical sys-
tem, it may be possible to relate the poles and zeros of a DTF
to features in the external ear geometry. Alternatively, the
elemental resonance description of the DTFs sets up a mean-
ingful description of the pinna filtering process. Among other
applications, such an analysis could be applicable in deter-
mining a quantitative understanding of the variability of
DTFs across a population of subjects. Future extensions of
this work include both methods to determine optimal model
orders and the relation of the chosen parameters to features
in the HRTF used for sound localization.
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APPENDIX A: RATIONAL TRANSFER FUNCTION
MODELS

In the most general formulation of discrete-time rational
transfer function models, an input driving functionu@n# and
the output sequencex@n# are related by the following linear
difference equation:

x@n#52 (
k51

p

a@k#x@n2k#1 (
k50

q

b@k#u@n2k#. ~A1!

This relation is simply represented in the frequency do-
main using discrete-time Fourier transforms~DTFT!, as de-
fined below. The DTFT of the filter impulse response is then
the transfer function for this linear system. The transfer func-
tion H(ev) relating the outputx@n# to the inputu@n# for the
general system described by Eq.~A1! is given by the rational
function,

H~ev!5
X~ev!

U~ev!
5

B~ev!

A~ev!
, ~A2!

where

X~ev!5 (
n52`

`

x@n#e2vn

5Fourier transform of the output signalx@n#,

U~ev!5 (
n52`

`

u@n#e2vn

5Fourier transform of the input signalu@n#,

A~ev!5 (
k50

p

a@k#e2vk

5Fourier transform of the model coefficients

a@k#,

B~ev!5 (
k50

q

b@k#e2vk

5Fourier transform of the model coefficients

b@k#,

anda@0# is constrained to be unity.
The denominator functionA(ev) considered as a func-

tion of a complex variablez5ev, A(z), should have all of
its zeros inside the unit circle in the complexz plane in order
to guarantee that the system described by Eq.~A1! is stable
and causal. The zeros ofA(z) are called the poles ofH(z).
They are important because they correspond to frequencies
for which there can be an output with no input and thus
correspond to the natural frequencies of the system. Simi-
larly, the zeros ofB(z) are called the zeros of the system.
Because the polynomials forA(z) and B(z) have ordersp
and q, respectively, there arep zeros andq poles@This no-
menclature ignores the poles and zeros ofH(z) at the origin
of the z plane. Note that the functionsA(z) is actually a
pth-order polynomial inz21, so thatA(z) hasp poles atz
50 as well asp zeros just described. Similarly,B(z) hasq
poles atz50. Thus, the system functionH(z) has a number
of poles or zeros atz50 dependent on the difference be-
tween p and q. This is standard practice in linear system
theory because these trivial poles and zeros are not specific
to individual spectra when the numbers of poles and zeros,p
andq, are given.# for the system described by Eq.~A1!.

We note at this point that the problem of rational func-
tion approximation occurs in several fields, and different ter-
minologies exist for equivalent models and operations. In
signal processing, the general model is referred to as apole-
zero model, which specializes to anall-pole model whenq
50 or, equivalently, when all of the coefficientsb@k# except
b@0# are equal to zero.~As stated previously, the system
function for the ‘‘all-pole’’ case of orderp also includesp
zeros atz50 that are ignored in the categorization of sys-
tems.! This all-pole case is also called a strictly autoregres-
sive or AR process in the statistical literature. In this case,
model Eq.~A1! reduces to

x@n#52 (
k51

p

a@k#x@n2k#1b@0#u@n#. ~A3!

The dependence of the current value on past values of the
output illustrates origins of the term autoregressive for this
type of IIR system.

In the other extreme case, when thea@k# coefficients are
all zero ~excepta@0#, which is always unity!, the general
model reduces to anall-zeromodel of orderq and the output
can now be written as a weighted moving average of the
input values, as shown by the equation
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x@n#5 (
k50

q

b@k#u@n2k#. ~A4!

~Again, theq poles atz50 are ignored in this nomenclature.!
A process described by these equations is called a moving-
average or MA process in the statistical literature. In this
all-zero case, the system impulse responseh@n# is given by
the coefficients b@n# because x@n#5b@n# when u@n#
5d@n#. ~The functionh@n# is the response of the model
system to the unit-sample or discrete-impulse function
d@n#.) This all-zero case thus corresponds to a FIR filter
description or a MA process.

Using these concepts of moving-average and autoregres-
sive processes, the general formulation of thepole-zero
modelwith p poles (p>1) andq zeros (q>1) is thus re-
ferred to in the statistical literature as an auto-regressive-
moving average or ARMA (p,q) process because both AR
and MA elements are included.

In this paper we focus on IIR filter models and thus
includes the all-pole or strictly AR model and the general
pole-zero or ARMA process models.

1. All-pole model for HRTFs

In the following paragraphs, a method is presented to
determine the coefficientsa@k# for an all-pole filter that ap-
proximates a real system with a measured impulse response.
Let h@n# for n50,...,m represent the real-valued impulse re-
sponse measured in a listener’s ear-canal for a given source
position and letĥ@n# be the impulse response of the approxi-
mating all-pole filter.

Because the approximating filter is all-pole, the IIR im-
pulse responseĥ@n# must satisfy Eq.~A3!, resulting in the
following equation with appropriate coefficientsa@k#:

ĥ@n#52 (
k51

p

a@k#ĥ@n2k#1b@0#d@n#, ~A5!

whered@n# is the unit-sample input to the system and the
coefficientsa@k# determine the IIR filter representation for
the model system. It is assumed here thatp,m so that the
number of coefficients of the approximating filter is less than
the number of sample points specifying the empirical mea-
surement to be approximated. The problem is to find coeffi-
cientsa@k# and b@0# that result in a good correspondence
betweenĥ@n# and h@n#. The general point of view is that,
even though the measuredh@n# are given exactly by a FIR
filter of order m, the actual HRIR filter may be more effi-
ciently characterized by an IIR filter representation of lower
order (p,m). Measurements ofh@n# for largen would be
unreliable because of measurement noise so the measure-
ments are terminated after a finite number of points.

In terms of Fourier transforms, Eq.~A5! becomes Eq.
~1! in the text:

Ĥ~ev!5
b@0#

11(k51
p a@k#e2vk

, ~A6!

and the problem is to find the coefficientsa@k# that allow
Ĥ(ev) to best approximateH(ev).

Although a variety of methods can be used to solve for
the coefficientsa@k# ~Makhoul, 1975; Burg, 1975; Kay,
1988!, the autocorrelation method for linear prediction~Ma-
khoul, 1975! is used here because the solution is computa-
tionally efficient, unbiased, and results in a filter that is
stable. The outline of this method is described in the text.

2. Pole-zero model for HRTFs

Pole-zero model estimation is useful in extending the
all-pole estimator to processes that cannot be modeled accu-
rately using a finite number of poles, and observation noise
in data nearly always makes the pole-zero model the appro-
priate one to use. However, as we demonstrate below, the
solution of optimal pole-zero estimators is much more diffi-
cult because this requires the solution of a set of highly non-
linear equations.

As outlined in the text@cf. Eq. ~2!#, the pole-zero model
is described by the corresponding transfer-function,

Ĥ~ev!5
b@0#1(k51

q b@k#e2vk

11(k51
p a@k#e2vk

. ~A7!

If it is assumed that the impulse response is square sum-
mable ~i.e., $h@n#%P l 2), the canonicall 2 approximation
problem may now be stated as follows. Given the impulse
response sequence$h@0#,h@1#,...,h@m#%P l 2 , find the re-
cursive filter of the form in Eq.~A7! with an impulse re-
sponse$ĥ@0#,ĥ@1#,...%, which minimizes the following:

ih2ĥi25 (
k50

m

~h@k#2ĥ@k# !2

5
1

2p E
2p

p

uH~ev!2Ĥ~ev!u2 dv

5
1

2p E
2p

p UH~ev!2
B~ev!

A~ev!
U2

dv5C. ~A8!

Note that the value of the this cost functionC depends only
on the coefficients$a@k#% and $b@k#% or, equivalently, the
Fourier transformsA(ev) and B(ev) when the measured
impulse response, or equivalentlyH(ev), is held fixed.

Although the problem as just stated exhibits a natural
choice of error, it is ill-behaved in other respects. First, be-
cause the IIR filter is recursive, the solution must be obtained
by solving nonlinear equations. Second, the solution filter
may be unstable, even though the data originated from a
stable filter. Third, the solution filter provides a fit that mini-
mizes the absolute error on a linear scale, which, as dis-
cussed in the text, may not be perceptually optimal.

We propose a modification of the approximation prob-
lem in the following three steps in order to overcome these
shortcomings.

~1! We consider a cost function that is quadratic in the
coefficients of the recursive filter in Eq.~A7!. We do so by
considering the modified problem proposed by Kalman
~1958! that seeks coefficients that minimize the quadratic
form
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Ĉ5
1

2p E
2p

p

uH~ev!A~ev!2B~ev!u2 dv. ~A9!

~2! We use the iterative procedure suggested by Stei-
glitz and McBride ~1965! as an extension to the Kalman
technique. This procedure entails iterative minimization of
the following:

Ĉi5
1

2p E
2p

p UH~ev!Ai~ev!

Ai 21~ev!
2

Bi~ev!

Ai 21~ev!
U2

dv. ~A10!

It is easy to see that if convergence is obtained, i.e., if the
coefficients ofAi(e

v) converge for some value ofi, the
minimization of Eq.~A10! is equivalent to that of Eq.~A8!.

~3! Finally, we seek a solution on a decibel scale by
introducing a weighting function in the integrand of Eq.
~A10!,

Ĉi5
1

2p E
2p

p

uWi~ev!u2UH~ev!Ai~ev!

Ai 21~ev!
2

Bi~ev!

Ai 21~ev!
U2

dv,

~A11!

where

Wi~ev!5

F loguH~ev!u2 logUBi 21~ev!

Ai 21~ev!
UG 2

uH~ev!Ai 21~ev!2Bi 21~ev!u2
. ~A12!

This solution overcomes the shortcomings mentioned
above: the solution filter is obtained by solving a set of linear
equations, it is stable, and the solution minimizes the error
on a decibel scale. The final representation of the problem in
Eq. ~A12! can be used for any choice of ordersp andq.
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The purpose of this study was to explore the potential advantages, both theoretical and applied, of
preserving low-frequency acoustic hearing in cochlear implant patients. Several hypotheses are
presented that predict that residual low-frequency acoustic hearing along with electric stimulation
for high frequencies will provide an advantage over traditional long-electrode cochlear implants for
the recognition of speech in competing backgrounds. A simulation experiment in normal-hearing
subjects demonstrated a clear advantage for preserving low-frequency residual acoustic hearing for
speech recognition in a background of other talkers, but not in steady noise. Three subjects with an
implanted ‘‘short-electrode’’ cochlear implant and preserved low-frequency acoustic hearing were
also tested on speech recognition in the same competing backgrounds and compared to a larger
group of traditional cochlear implant users. Each of the three short-electrode subjects performed
better than any of the traditional long-electrode implant subjects for speech recognition in a
background of other talkers, but not in steady noise, in general agreement with the simulation
studies. When compared to a subgroup of traditional implant users matched according to speech
recognition ability in quiet, the short-electrode patients showed a 9-dB advantage in the multitalker
background. These experiments provide strong preliminary support for retaining residual
low-frequency acoustic hearing in cochlear implant patients. The results are consistent with the idea
that better perception of voice pitch, which can aid in separating voices in a background of other
talkers, was responsible for this advantage. ©2004 Acoustical Society of America.
@DOI: 10.1121/1.1687425#
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I. INTRODUCTION

For many people with severe and profound hearing
losses, cochlear implants have restored speech understanding
to remarkable performance levels that acoustic amplification
via hearing aids was unable to provide. However, the deci-
sion to undergo implantation surgery involves some trade-
offs, as the patients’ residual acoustic hearing is no longer
usable, and only electric stimulation is available. For ex-
ample, many users of cochlear implants report that the per-
ception of sound becomes ‘‘mechanical’’ or ‘‘raspy’’ when
compared to their memories of acoustic hearing, and that
many of the aesthetic qualities of sound are diminished. This
loss of aesthetic quality of sound is most likely related to a
decrease in the ability to perceive the pitches of sounds
~Gfeller et al., 2002!. The loss of pitch perception is prima-
rily a consequence of the limited spectral resolution of cur-
rent cochlear implants, which does not appear to be a limi-

tation for understanding speech in quiet for the most
successful implant users~Fishmanet al., 1998!. However,
understanding speech in background noise requires spectral
resolution even finer than that required to understand speech
in quiet ~Fu et al., 1998!. Even the most successful implant
users only realize perhaps 6–8 channels of distinct ‘‘place–
frequency’’ information across the entire spectral range, and
this deficit in spectral resolution has a direct negative conse-
quence on the implant patients’ ability to understand speech
in background noise~Friesenet al., 2001!.

A recent development in cochlear implants has been to
implant an electrode only partially into the cochlea, in order
to preserve the residual acoustic hearing that many patients
still have for low frequencies~Von Ilberget al., 1999; Gantz
and Turner, 2003!. In these patients, usable acoustic hearing
is usually present up to frequencies of 500 or 750 Hz, and the
electrical stimulation provides the patient with high-
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frequency speech information. Thus, these patients perceive
sound via a ‘‘combined acoustic and electric’’ (A1E) mode.
In addition to the possibility that preserving residual acoustic
hearing may have for the aesthetic qualities of sound, it is
also possible that preserving residual hearing may contribute
to better speech recognition in background noise.

There are several mechanisms by which the preserved
residual low-frequency hearing might improve speech under-
standing in noise as compared to the traditional full-length
~long! cochlear implant. The low-frequency residual acoustic
hearing presumably has better spectral resolution than the
low-frequency portion of a traditional cochlear implant.
Henry and Turner~2003a! showed that normal-hearing lis-
teners could resolve spectral ripples nearly an order of mag-
nitude more closely spaced in frequency than cochlear im-
plant users. Although the presence of sensorineural hearing
loss typically might decrease spectral resolution compared to
normal hearing, patients with sensorineural hearing loss still
had better spectral resolution than that provided by a typical
long-electrode cochlear implant~Henry and Turner, 2003b!.
This advantage in spectral resolution might provide a relative
benefit in perceiving the spectral features of speech sounds,
particularly when presented in noise. On the other hand,
many of the features of speech that depend upon spectral
resolution~i.e., place of articulation! are located in the higher
frequency regions of the spectrum, and low-frequency re-
sidual hearing therefore may not be of much assistance.

Another way in which residual acoustic hearing might
be helpful to the implant listener would be when speech
recognition is tested in a background of multiple talkers.
Whereas most normal-hearing listeners can often perform as
well or better when listening in fluctuating backgrounds of
other talkers as compared to steady noises, implant users
usually perform more poorly under these circumstances. Nel-
sonet al. ~2003! found that cochlear implant users have con-
siderable difficulty in recognizing speech in modulated-noise
maskers. Their study also demonstrated, by presenting spec-
trally limited speech to normal-hearing listeners~to simulate
cochlear implant processing!, that the reduced spectral reso-
lution was responsible for the problems that implant users
experience in fluctuating backgrounds. Qin and Oxenham
~2003! demonstrated that even with 24 channels of frequency
resolution provided to normal-hearing listeners in a simula-
tion of cochlear implant speech, performance was poorer
than for unprocessed speech in a background of a competing
talker. Stickneyet al. ~2003! reported that traditional co-
chlear implant users showed no advantage in recognizing
speech presented with a competing talker as compared to
steady noise. These studies attribute their findings to the fact
that the cochlear implant listeners could not gain an advan-
tage~as normal-hearing listeners did! by perceiving the dif-
ferent pitches of the talkers. Dormanet al. ~1996! as well as
Gfeller et al. ~2002! have shown that cochlear implant users
have great difficulty in distinguishing the pitches of tones,
with frequency difference limens for low-frequency tones
approaching 100 Hz in some cases. Thus, preserving low-
frequency acoustic hearing for cochlear implant patients
might, in such cases, lead to an advantage in speech under-
standing in a background of other talkers, as compared to

traditional cochlear implants. Some support for this concept
has been demonstrated by Konget al. ~2003!, who found that
cochlear implant users showed improved speech recognition
in a competing-talker background when they were allowed to
use their low-frequency acoustic hearing in the contralateral
ear, even though the contralateral ear by itself was not ca-
pable of any speech recognition.

If the improved pitch perception of residual low-
frequency hearing could be used by the listener to ‘‘separate’’
various voices via fundamental frequency, then the patient
may experience improved speech understanding in multi-
talker backgrounds. Different fundamental frequencies assist
the listener to ‘‘group’’ the various upper-frequency compo-
nents of speech and therefore improve recognition of the
target voice ~Assmann, 1999!. Brokx and Nooteboom
~1982!, Assmann and Summerfield~1990!, Culling and Dar-
win, ~1993! and Bird and Darwin~1999! have shown the
importance of the fundamental frequency cue for the separa-
tion of simultaneous voices in normal-hearing listeners.
However, several studies have indicated that traditional co-
chlear implant users have difficulty in perceiving the funda-
mental frequency of signals for frequencies greater than 200
Hz. This is due to the fact that place–frequency cues for the
fundamental are generally poor~due to poor spectral resolu-
tion!, and envelope~temporal! cues for the fundamental are
only salient at the lower frequencies~Geurts and Wouters,
2001; Greenet al., 2002!.

The present experiments investigate the possibility that
residual low-frequency acoustic hearing can provide benefits
for speech understanding in background noises. Two differ-
ent background conditions were employed, speech-shaped
steady noise and competing talkers, in order to distinguish
between the several hypothesized advantages of preserving
residual hearing. A simple improvement due to increased
spectral resolution of speech features should occur equally in
both noise and competing-talker backgrounds, whereas an
improvement that is due specifically to an advantage in the
perception of the voice pitch would be expected to appear
most strongly in the multiple-talker background. The first
experiment employs simulations of cochlear implant pro-
cessing~both traditional or long-electrode, and the ‘‘com-
bined acoustic and electric’’ or A1E approach!. The second
experiment uses the same measures of speech understanding
in backgrounds for two groups of actual patients using either
traditional long-electrode cochlear implants or the combined
acoustic plus electric implants~i.e., A1E).

II. EXPERIMENT 1: SIMULATIONS IN NORMAL-
HEARING LISTENERS

A. Subjects

15 young-adult listeners participated in this experiment.
All had hearing within 20 dB of the normal standards at
octave audiometric frequencies~0.25–8.0 kHz! and were na-
tive speakers of American English.

B. Stimuli and procedures

The task for the listeners was to identify a spondee~two-
syllable! word spoken by a female talker in the presence of a
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background sound. The 12 spondee items were homogeneous
in difficulty and were digitized from a commercial recording
~Harris, 1991!. The fundamental frequency of the spondee
items ranged from 212–250 Hz. The spondees ranged in du-
ration from 1.12 to 1.63 s. For each presentation, the spondee
was chosen randomly from the set of 12. Following each
presentation, the listener responded on a touch screen with
the spondee that they thought had been presented. The lis-
teners were required to respond on each trial, and instructed
to guess if they were not sure of the correct answer. The
nontest ear was plugged during the testing.

Two different backgrounds were employed. The
competing-talker condition consisted of two simultaneously
presented sentences originally recorded as items on the SPIN
test ~Bilger, 1984!. One background talker was a male~fun-
damental frequency range~81–106 Hz! and the other a fe-
male ~fundamental frequency range 149–277 Hz!. This fe-
male talker was not the same talker who produced the
spondee. The two background voices were mixed together at
equal rms amplitudes. The same mixed-sentence background
was presented on each trial. The other background condition
was a steady-state white noise that had been low-pass filtered
at 212 dB/octave above 400 Hz, to generally simulate the
long-term speech spectrum. The same sample of noise back-
ground was presented on each trial. The spectra of the
competing-talker background and the steady noise were not
matched; the competing-talker spectrum contained consider-
ably more spectral peaks and valleys than the steady noise.
The competing background signal durations~both sentences
and noise! were 2.5 s, and the onset of the target spondee
was 500 ms following the onset of the background signal.

The spondees and the backgrounds were presented in
three conditions. The first was an unprocessed condition
which consisted of the unprocessed speech spondee and the
unprocessed background. The second condition was a simu-
lation of a 16-channel cochlear implant, implemented by us-
ing the temporal speech envelope within each frequency
channel to modulate a corresponding narrow frequency band
of noise. Both the target spondees and the background noises
were processed. This general technique has been used to
simulate cochlear implant speech in numerous studies~i.e.,
Shannonet al., 1995! and has been shown to provide a good
approximation of the theoretical maximum performance of
cochlear implant patients for a given degree of frequency
resolution~Fishmanet al., 1998!. The current procedure was
implemented using routines written inMATLAB , and the spe-
cifics for this 16-channel simulation are described in detail in
Henry and Turner~2003a!. The third condition was designed
to simulate the short-electrode ‘‘acoustic plus electric’’ (A
1E) situation. The unprocessed spondees and backgrounds
were each low-pass filtered at 500 Hz using a224-dB/
octave digital filtering algorithm. The 16-channel simulations
of the spondees and backgrounds were high-pass filtered at
500 Hz, using a similar digital filtering algorithm at224
dB/octave. These low-pass unprocessed and corresponding
high-pass implant simulations were then combined to yield
the A1E condition, which had the same relative balance
between the low- and high-frequency portions of the spec-
trum as the unprocessed speech. These A1E stimuli there-

fore consisted of the entire upper 13 channels~and part of the
14th channel! of the electric simulation mixed with the
acoustic signal below 500 Hz. The background signals~noise
and competing talker! were processed separately from the
spondees, and were then combined following the appropriate
attenuation values to obtain the desired signal-to-noise~S/N!
ratio, expressed in the rms average value of the spondee and
the background.

Prior to any speech in noise testing, each subject partici-
pated in one or more practice runs to familiarize them with
the spondees and the responses. In this practice run, the
spondees were presented without any background noise. All
subjects were able to recognize the spondees at 100% accu-
racy following these practice sessions.

All signals were presented via a loudspeaker in sound
field, and the spondees were presented at an average level of
68 dB SPL. Both target spondees and backgrounds were
stored on a Macintosh G4 computer and output through sepa-
rate channels of a DigiDesign 16-bit digital-to-analog con-
verter. The level of the background was controlled by a TDT
programmable attenuator. An adaptive procedure was then
used to determine the 50%-correct point~in terms of S/N
ratio! for recognition of the spondees in noise~SRT!. The
spondees were initially presented at a signal-to-noise ratio of
either110 or 120 dB ~depending upon the condition!; this
allowed the listener to easily identify the target voice and
recognize the spondees of the first few trials. For each cor-
rect response the S/N ratio was decreased by 2 dB and for
each incorrect response the S/N ratio was increased by 2 dB.
For a single run this procedure continued until 14 reversals
had occurred and the final value for that run was taken as the
average of the final ten reversals. Each subject completed
four runs in each condition, and their final data for that con-
dition were taken as the average of the last three runs. Each
subject completed all four runs of a condition before pro-
gressing to another condition. The order of conditions was
randomized across subjects.

C. Results and discussion

Figure 1 displays the results averaged across subjects of
experiment 1. The SRT in noise~in dB S/N ratio! is plotted
as a function of the three processing conditions. It is clear
that there are large differences between three processing con-
ditions when the background is composed of competing talk-
ers, whereas the differences between processing conditions
are smaller or nonexistent for the noise background. The
general finding of improved speech recognition in a back-
ground of voices for unprocessed speech over spectrally lim-
ited speech is in agreement with past results~Qin and Oxen-
ham, 2003!. The present results differ slightly from that of
Qin and Oxenham~2003! for the case of a steady noise back-
ground. In their study, unprocessed speech yielded SRTs that
were 5.5 dB better than 24-channel processed speech,
whereas in our study the improvement for unprocessed
speech over 16-channel speech was 2.2 dB~which was not
significant!. Perhaps differences in the specific speech mate-
rials and maskers account for this discrepancy.

The comparison of particular interest for this study was
to determine if supplementing the cochlear implant speech
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with natural low-frequency acoustic hearing (A1E) could
be used to improve some of the advantage in competing
talkers that is lost to traditional cochlear implant users. The
SRT in competing talkers for unprocessed speech was
228.6. dB, as compared to215.1 dB for the 16-channel
simulation; this was a 13.5-dB disadvantage for the simu-
lated implant speech. The addition of low-frequency unproc-
essed speech to the simulation reduced this disadvantage to
8.6 dB. In steady noise, the differences between processing
conditions were less than 2.5 dB for all comparisons. A two-
way ANOVA was performed on the data for the A1E and
16-channel conditions for both noise and competing-talker
backgrounds. Both main effects were significant~condition;
F55.40, df51,56; p50.0024; background,F517.75, df
51,56, p50.0001). Of interest is the significant interaction
between the two main effects (F56.58, df51,56 p
50.013), which indicates that an advantage was seen in
competing talkers over noise for the A1E condition as com-
pared to the 16-channel condition, but not for the noise back-
ground condition. The lack of advantage for maintaining
low-frequency acoustic hearing in noise suggests that pre-
sumably improved spectral resolution for acoustic low fre-
quencies~as compared to 16-channel processed speech! does
not result in an improvement in speech recognition in gen-
eral, consistent with the idea that low-frequency speech cues
are not particularly dependent upon fine spectral resolution.
One possibility is that the improved spectral resolution in the
low frequencies presumably leads to the ability to use pitch
information to separate talkers in a multiple speaker situa-
tion. Thus, the simulation experiments provide evidence that
residual low-frequency acoustic hearing can provide an ad-
vantage for speech recognition in a background of other talk-
ers.

III. EXPERIMENT 2

A. Subjects

The subjects for experiment 2 were adult users of co-
chlear implants. The traditional ‘‘long-electrode’’ group con-
sisted of 20 patients, each using the Nucleus 24 cochlear

implant and its associated speech processor. They were
tested using their own speech-processor maps and strategies
~12 used the ACE strategy, 3 used the CIS strategy, and 5
used the SPEAK strategy!. Each had been using an implant
for at least 24 months.

The A1E group consisted of three patients implanted
with the Iowa/Nucleus Hybrid 10-mm short-electrode device
~Gantz and Turner, 2003!. These patients were the first three
patients to receive the 10-mm electrode and each had been
wearing the device for at least 12 months prior to the data
collection, and their data for speech recognition in quiet and
in noise were no longer improving over time. Two of these
three A1E subjects wore hearing aids in their test ear that
were fit to amplify the low-frequency portion of the spectrum
~unaided thresholds of the two subjects with hearing aids for
frequencies of 500 Hz and below were 60–65-dB HL and
their aided thresholds were 40-dB HL or better!. The third
A1E subject did not require a hearing aid to amplify low-
frequency hearing~pure-tone thresholds of 20–25-dB HL for
500 Hz and below!. The short-electrode cochlear implant
stimulated 6 channels in the basal end of the cochlea, using a
CIS processing strategy. The cochlear implant frequency
maps that these patients found most beneficial in everyday
life were also used in this study. For two of the subjects~the
ones who used hearing aids! the frequency range assigned to
these electrodes was 1062–7937 Hz. For the third subject,
the frequencies assigned to the implant were 687–5187 Hz.
The hybrid system improved consonant recognition for this
group approximately 40% over the hearing-aid-only condi-
tion ~Gantz and Turner, 2003!.

B. Stimuli and procedures

The stimuli for experiment 2 were the same natural~un-
processed! spondees and backgrounds as used in one of the
conditions in experiment 1. The nonimplant ear for all sub-
jects was plugged during testing. Cochlear implant users lis-
tened to the spondees presented in background signals
through their everyday speech processor. The A1E subjects
listened to the stimuli using their cochlear implant speech
processor and their acoustic hearing~which for two of them
included the use of an in-the-ear hearing aid in the test ear!.
The spondees were presented at 68 dB SPL. During the prac-
tice sessions the subjects were allowed to adjust the output
levels of their devices. The practice sessions revealed that all
implant users, except for the two poorest-performing tradi-
tional electrode subjects, could identify 100% of the spond-
ees in quiet. The two poorest-performing long-electrode im-
plant users could only identify approximately 80% of the
spondees in quiet. All implant users completed at least four
runs of the adaptive SRT procedure in each of the two back-
ground conditions, and data were collected until at least three
runs showed no improvement over time. The final result was
taken as the average of the final three runs.

C. Results and discussion

The mean data for the two groups~long-electrode vs A
1E) across the two background conditions are displayed in
Fig. 2. The most obvious difference between both types of

FIG. 1. Group mean SRT values for the acoustic simulations presented to
normal-hearing listeners in the two types of background stimuli. The error
bars represent the standard deviations across subjects for each condition.
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cochlear implant users of Fig. 2 and the normal-hearing lis-
teners of Fig. 1~listening to the same unprocessed stimuli! is
that the implant users perform much more poorly than the
normals. In steady noise, normal-hearing subjects’ SRT’s are
approximately215 dB SNR, whereas the implant users are
approximately 15 dB poorer. In the competing-talker back-
ground, the difference is more striking, with normal-hearing
listeners outperforming the traditional implant users by more
than 30 dB, and the A1E users by 20 dB for unprocessed
stimuli. Even the 16-channel cochlear implant simulation
group mean data from the normal-hearing subjects~Fig. 1!
are approximately 15 dB better than those of the actual im-
plant users for both steady noise and competing-talker back-
grounds.

There are at least several factors contributing to this
deficit. First is the general inability of implant users to per-
form well in noise backgrounds, as shown by Fuet al.
~1998! and Friesenet al. ~2001!. Typical cochlear implant
users do not possess the spectral resolution required to accu-
rately identify speech in noise, and even the 16-channel
simulation condition in the present experiment overestimates
the spectral resolution of probably all cochlear implant users.
A second reason is the particular disadvantage that cochlear
implant users show in understanding speech in a competing-
talker background, as shown by Nelsonet al. ~2003! and
Stickneyet al. ~2003!. A third reason is that implant patients
typically do not have a full population of surviving auditory
nerves, and this can result in a general disadvantage in
speech recognition~even in quiet! for electric stimulation as
compared to normal-hearing listeners~Fishmanet al., 1998!.

The A1E patients also showed a deficit compared to the
normal-hearing subjects of experiment 1, and several addi-
tional factors most likely contributed to this difference. The
A1E subjects received only 6 channels of electrical stimu-
lation for the high frequencies, whereas the normal-hearing
subjects had much better spectral resolution~even in the
simulation which had 13–14 channels!. An additional factor
may be that the electric stimulation for the A1E patients is
directed to a position in the cochlea that is considerably more
basal than normal, due to the 10-mm insertion depth of the

electrode array. This frequency–place mismatch has been
shown to negatively affect speech recognition in combined
acoustic and electric hearing~Gantz and Turner, 2003; Brill
et al., 2001!

A question of considerable clinical utility is whether the
A1E approach offers an advantage over the traditional im-
plant, as suggested by the simulation study of experiment 1.
As seen in Fig. 2, the mean SRTs for the A1E subjects were
lower than that of the traditional implant user, for both noise
and competing-talker backgrounds. Statistical analysis of
these data using a mixed-mode ANOVA, with background as
a within-subjects factor and implant type as a between-
subjects factor, showed a significant interaction between type
of implant and background condition (F518.85,df51,21;p
,0.001). Follow-upt-tests indicated that the differences be-
tween groups occurred only for the competing-talker condi-
tion @ t(21)52.63,p,0.01# and not for the steady noise
@ t(21)51.18;p.0.10#. These results were in agreement
with the outcome of the simulation experiment. The variabil-
ity across subjects is displayed in detail in Figs. 4 and 5 and
discussed below.

The group of 20 long-implant users included a wide
range of speech recognition abilities, as is typical for a co-
chlear implant subject pool. Recognition scores on a test of
consonant /aCa/ materials presented in quiet~Turner et al.,
1995, Fuet al., 1998! ranged from 13% to 74%, with a group
mean of 47%. The three A1E subjects had a mean score on
this same consonant test of 63% correct~range 53%–71%!.
It therefore appears that the long-electrode cochlear implant
patients in the previous comparison were not only poorer
than the A1E patients for speech in background noises, but
also poorer for speech recognition in general. This discrep-
ancy could confound the across-subjects comparisons of Fig.
2, if one is looking for real-patient evidence to support the
theoretical concept that preserving residual low-frequency
acoustic hearing is advantageous. Therefore, the long-
implant patients were subdivided to form a smaller subgroup
of subjects that had, on average, the same speech scores in
quiet as the A1E subjects. Beginning with the top-
performing long-implant user on the /aCa/ test and moving
downward in ability, additional subjects were added to form
a ‘‘matched subgroup’’ until the mean value for the long-
implant group was within 1 percentage point of the mean for
the A1E group~63%!. This matched group contained 10 of
the original 20 subjects. The group mean results of this com-
parison are shown in Fig. 3. As in Fig. 2, the mean values for
the A1E group are better than the ‘‘matched’’ long-implant
group for the competing-talker condition~9-dB advantage!.
This group comparison was in the same pattern as the previ-
ous all-subjects comparison. Using a mixed-mode ANOVA,
with background as a within-subjects factor and implant type
as a between-subjects factor, a significant interaction be-
tween type of implant and background condition was ob-
served (F520.76,df51,11,p50.001). Follow-upt-tests in-
dicated that the two groups were not different for steady
noise @ t(11)50.89;p.0.5#, but were different for the
competing-talker background@ t(11)51.84;p,0.05#. Thus,
even when differences in speech recognition in quiet are ac-
counted for, the A1E approach appears to offer a significant

FIG. 2. Group mean SRT values for the two groups of cochlear implant
listeners in the two types of background stimuli. The long-electrode group
consists of all 20 long-electrode subjects. The error bars represent the stan-
dard deviations across subjects for each condition.
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advantage over the long-electrode cochlear implant in a mul-
titalker background.

Figures 4 and 5 display in histogram format the indi-
vidual data for the traditional implant users and the A1E
subjects for the noise and competing-talker backgrounds, re-
spectively. The A1E subjects are indicated by the dark solid
bars, the members of the matched group of long-electrode
implant users by the hatched bars, and the remaining long-
electrode implant users by the open bars. In Fig. 4, the SRT
scores in the steady noise are shown. The A1E subjects’
data are at the upper end of the entire distribution; however,
when compared only to the matched group, their scores are
not distinguished. In Fig. 5, the data for speech in the
competing-talker background are plotted. In this case, not
only are the A1E scores at the upper end of the entire dis-
tribution, they are also better than any of the matched
group’s scores. These raw data also provide strong prelimi-
nary support to the idea that preserving acoustic hearing in
cochlear implant patients can provide an advantage for un-

derstanding speech in a background of other talkers, but not
in steady noise.

IV. GENERAL DISCUSSION

Theoretical advantages of preserving low-frequency
acoustic hearing in cochlear implant patients for understand-
ing speech in background noises were presented. A simula-
tion experiment using normal-hearing subjects provided
clear evidence that providing unprocessed low-frequency
acoustic speech information yielded an advantage for the
condition that the background is composed of competing
speech. For the present speech and masking stimuli, only a
small and nonsignificant advantage was observed for steady
noise. These results are in agreement with the idea that the
low-frequency acoustic hearing allows the listener to per-
ceive the fundamental frequencies of the talkers and assists
in separating the target speech from a background of other
talkers. The same task was employed in a group of tradi-
tional long-electrode cochlear implant users, as well as three
subjects using the acoustic plus electric approach that em-
ploys a ‘‘short-electrode’’ cochlear implant, which preserves
low-frequency acoustic hearing. The acoustic plus electric
approach shows significant advantages over the long-
electrode cochlear implant for the recognition of speech in
multitalker backgrounds, but not in steady noise, similar to
the simulation study. While the recognition of speech pre-
sented in a background of competing talkers for both groups
of cochlear implant patients was certainly poorer than that
observed for normal-hearing listeners, the preservation of
low-frequency acoustic hearing using the acoustic plus elec-
tric device can reduce at least some of the deficit seen for
traditional long-electrode cochlear implant users.
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Simulations of cochlear implant hearing using filtered harmonic
complexes: Implications for concurrent sound segregation
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Two experiments used simulations of cochlear implant hearing to investigate the use of temporal
codes in speech segregation. Sentences were filtered into six bands, and their envelopes used to
modulate filtered alternating-phase harmonic complexes with rates of 80 or 140 pps. Experiment 1
showed that identification of single sentences was better for the higher rate. In experiment 2,
maskers~time-reversed concatenated sentences! were scaled by29 dB relative to a target sentence,
which was added with an offset of 1.2 s. When the target and masker were each processed on all six
channels, and then summed, processing the masker on a different rate to the target improved
performance only when the target rate was 140 pps. When the target sentence was processed on the
odd-numbered channels and the masker on the even-numbered channels, or vice versa, performance
was worse overall, but showed similar effects of pulse rate. The results, combined with recent
psychophysical evidence, suggest that differences in pulse rate are unlikely to prove useful for
concurrent sound segregation. ©2004 Acoustical Society of America.@DOI: 10.1121/1.1675814#

PACS numbers: 43.66.Ts, 43.71.Ky@GK# Pages: 1736–1746

I. INTRODUCTION

Normally hearing listeners can use differences in funda-
mental frequency (DF0s! between concurrent speech sounds
to segregate them perceptually~Brokx and Nooteboom,
1982; Scheffers, 1983; Assmann and Summerfield, 1990;
Culling and Darwin, 1993!. For example, introducing aDF0
between the members of a pair of concurrent vowels can lead
to a significant improvement in the ability of listeners to
identify both members of the pair~Scheffers, 1983!. Subjec-
tively, the improvement is often accompanied by an impres-
sion of two voices producing different vowels on different
pitches ~Assmann and Summerfield, 1990!. Assmann and
Summerfield~1990! presented pairs of concurrent vowels
with DF0s between them to normal-hearing listeners. They
showed that the pattern of vowel identification could be well
fitted by a model that combined the effects of filtering in the
auditory periphery with an analysis of the temporal pattern of
activity predicted to occur in the auditory nerve. A similar
spectro-temporal approach has been adopted by Meddis and
Hewitt ~1992! and by Brown and Cooke~1994!. Darwin
~1992! has shown that frequency components that are re-
solved by the peripheral auditory system contribute most to
the segregation process. In the normal auditory system, the
individual frequencies of these resolved harmonics are en-
coded both by their place of excitation, and by the temporal
responses of subsets of auditory-nerve fibers tuned to those
frequencies.

Encoding ofF0 in a cochlear implant differs from that
found in normal acoustic hearing~Moore and Carlyon,
2004!. The incoming signal is passed through a bank of fil-
ters that are too wide to resolve individual harmonics, and, in
most modern strategies, used to modulate a pulse train hav-
ing a fixed rate. Hence, there is little opportunity for subsets
of stimulated fibers to encode the temporal structure of an
individual, resolved, harmonic, as occurs in a normal ear.
However, for a periodic sound presented in quiet,F0 can be

represented as temporal fluctuations in the envelope resulting
from harmonics interacting within the passband of each
channel. Geurts and Wouters~2001! measured just-
noticeable differences in synthetic vowelF0, by implant us-
ers whose device implemented the continuous interleaved
sampling~CIS! processing strategy~Wilson et al., 1991!. For
a vowel with anF0 of 150 Hz, their four subjects could hear
differences of between 4.0% and 13.3%. However, their task
involved the sequential presentation ofDF0, and it is likely
that different processes are involved in the use ofDF0 to
segregate concurrent voices. Indeed, unlike normally hearing
listeners, implant users are unable to exploit differences be-
tween the gender of a target speaker and that of an interfer-
ing speaker, consistent with them being unable to useF0
differences for concurrent sound segregation. For these lis-
teners, competing speech can impair performance even at a
favorable signal-to-noise ratio of116 dB ~Nelson and Jin,
2002!.

Further insight into the difficulties implant users face
when attempting to use pitch cues to separate competing
sounds comes from acoustic simulations of cochlear implant
speech processors~Shannonet al., 1995!. Typically, these
extract the temporal envelope in each of several frequency
regions, and use this envelope to modulate a band of noise or
sinusoidal carrier. When listening to such simulations, nor-
mally hearing subjects are also able to detectF0 differences
of a few percent between sequentially presented sounds, pro-
vided that these have a reasonably lowF0 and are not pre-
sented in a reverberant environment~Qin and Oxenham,
2003a!. However, also consistent with the cochlear implant
literature, they are more susceptible to interfering noise than
when they listen to unprocessed speech~Qin and Oxenham,
2003b!.

One reason for this deficit may lie in the inability of the
auditory system to use purely temporal cues to extract the
F0s of two periodic stimuli that excite the same region of the
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cochlea. This evidence comes from studies in which mix-
tures of two periodic pulse trains were either applied to a
single cochlear implant electrode, or presented to normally
hearing listeners after filtering so as to remove low harmonic
numbers. In both cases, listeners fail to hear the two under-
lying pitches but instead report a single pitch corresponding
roughly to that of the higher-rate pulse train~Carlyon, 1996;
Carlyon et al., 2002!. Indeed, contrary to the effects seen
with resolved harmonics, listeners do not consistently report
pairs of such pulse trains that have widely different rates as
sounding less fused than pairs whose rates are more similar
~Carlyon, 1996!. This suggests that, when two voices interact
within a single channel, there should be little potential for
implant users to exploitF0 differences for concurrent sound
segregation.

The situation is slightly more encouraging when pairs of
unresolved complex tones are filtered intoseparate fre-
quency regions~Carlyon, 1994!. Such a situation might arise
when two speakers utter voiced sounds with differentF0s,
and which, fortuitously, contain formants that occupy distinct
and well-separated frequency regions. Listeners can detect
F0 differences between such complexes~Carlyon, 1994!,
and Darwin~1992! has shown that across-frequency differ-
ences inF0 can cause a formant to ‘‘pop out’’ from the
remainder of a voiced syllable, even when the harmonics of
that formant is unresolved. Hence, source segregation via
DF0 may be possible provided the unresolved harmonics
excites different regions of the basilar membrane. However,
it should be noted that in Darwin’s study the popping out of
a formant consisting of unresolved harmonics required a
much largerDF0 than when the harmonics was resolved,
and, importantly, there was no evidence that this popping out
affected the phonetic identity of the remainder of the syl-
lable.

In the present study we investigated the extent to which,
in the absence of resolved harmonics, normally hearing lis-
teners can use pitch cues to segregate concurrent speech
sounds. Specifically, we investigated the use of these ‘‘purely
temporal’’ pitch cues under conditions where two competing
sources occupied either completely overlapping or nonover-
lapping, interleaved frequency ranges. To do so, we modified
the noise-vocoding simulation of cochlear implant speech
processors by replacing the noise-band carriers with bands of
unresolved harmonics. This resulted in a waveform in each
frequency channel that resembled a modulated pulse train.
Spectral overlap of the two input waveforms was then ma-
nipulated by either processing both sentences on all six chan-
nels of the simulation and mixing them together, or present-
ing one sentence on the odd-numbered channels alone and
the other on the even-numbered channels. The temporal pat-
tern of stimulation was manipulated by using carrier har-
monic complexes with either the same or differentF0s for
the two speech sounds. In the simulation, the pitch cues were
provided by the carrierF0s used for each source, which
were constant during a given sentence. This differs from pre-
vious approaches in which the ‘‘true’’F0 of a single voice
was tracked on a moment-by-moment basis and reflected in
the rate of trains of pulses or noise bursts~Blamey et al.,
1984; Faulkneret al., 2000!. By holding pulse rate constant

for a given source, we aimed to maximize the chances of
observing any effects of a rate difference between sources on
concurrent sound segregation~Carlyon et al., 2000!. This
also allowed us greater control of the resolvability of the
pulse train, and hence of the validity of the simulation as a
model of electric hearing.

The present study had two aims. First, we wished to
determine the extent to which the psychophysical findings
previously obtained with rather simple stimuli generalized to
the perceptual segregation of competing sentences. Specific
predictions arising from these findings are described in Sec.
IV A, which also describes the conditions of our main ex-
periment in more detail. Second, we wished to investigate
whether, and how, implant users might be able to segregate
concurrent sounds. The processing scheme we used took as
its input two sources that have already been separated, and so
could not, by itself, be implemented in a real-world device.
Section V C briefly discusses one way in which automatic
source segregation might be achieved. More generally, by
gaining control of the temporal representation of competing
speech sounds in the auditory periphery, the present experi-
ments probe the temporal-processing limitations of the audi-
tory system when resolved harmonics are absent.

II. DESCRIPTION AND VALIDATION OF
SIGNAL-PROCESSING TECHNIQUE

A. Overview

The aim of our new signal-processing technique was to
introduce a pitch cue that was encoded by purely temporal
means, analogous to that produced by the pulse rate in a
cochlear implant~Carlyon et al., 2002!. In particular, we
wished to exclude any ‘‘place of excitation’’ cues to pitch. To
do so, we modified the popular ‘‘noise vocoder’’ simulation
of cochlear implant speech processors~Shannonet al., 1995!
by replacing the noise carrier with a harmonic complex~Fig.
1!. Although the raw waveform of harmonic complex tones
can, depending on the phase spectrum, resemble a pulse
train, filtering by the normal cochlea can result in the place
of excitation cues that we wished to avoid. To overcome this,
a number of further modifications had to be made.

Place of excitation cues can be minimized by passing a
complex with a low fundamental frequency (F0) through
bandpass filters having relatively high center frequencies, at
which auditory filters are broadest~Shackleton and Carlyon,
1994!. Psychophysical experiments using this approach have
yielded results that are similar to those obtained with single-
channel cochlear implant simulations~Carlyon, 1996;
McKay and Carlyon, 1999; Carlyon and Deeks, 2002; Car-
lyon et al., 2002!. We therefore usedF0s of ~in different
conditions! 40 and 70 Hz, and did not use any analysis chan-
nels having center frequencies~CFs! below 1089 Hz~Table
I!. Each of these manipulations had a potentially undesirable
consequence.

First, the use of lowF0s meant that the ‘‘pulse rate’’ in
the carrier signal might be too low to adequately sample the
signal envelope. To alleviate this, harmonics were summed
in alternating phase~Patterson, 1976; Shackleton and Car-
lyon, 1994!, leading to pulse rates of 80 and 140 pps~double
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the respectiveF0s!. The signal envelope in each band was
low-pass filtered at 30 Hz~4th-order Butterworths, giving
24-dB/octave attenuation rate!, to reduce any aliasing effects
in sampling the envelope even at the lower pulse rate. This
also had the effect of eliminating any envelope fluctuations
at rates equal to theF0 of the input voice, so the dominant
‘‘low’’ pitch of the complex was determined by the carrier
pulse rate. The bandpass filters used for each channel were
sixth-order Butterworths, with attenuation rates outside the
passband of 18 dB/octave.

Second, eliminating analysis filters below 1089 Hz
meant that we either had to discard speech information be-
low that frequency, or spectrally shift the speech by introduc-
ing a mismatch between the analysis and synthesis bandpass
filter in each channel. We chose the former option, as infor-
mal listening revealed that it produced a much smaller dec-
rement in performance~cf. Fu and Shannon, 1999; Baskent
and Shannon, 2003!.1 The root-mean-square levels in each
band of the processed stimuli were set to the same level,
thereby ‘‘whitening’’ the spectrum, and the overall level of
the processed speech was 57.3 dB SPL. Finally, we added a
continuous low-pass noise in order to mask distortion prod-
ucts having a frequency equal to the pulse rate~Pressnitzer
and Patterson, 2001!. It was generated by passing a white
noise through a low-pass filter~Kemo VBF25.03; attenuation
48 dB/octave outside passband! having a corner frequency of
400 Hz and a spectrum level, within its passband, of 27.9 dB
SPL.

To illustrate the temporal pitch code introduced by the
scheme, a white noise was processed in the same way as the
speech stimuli in the main experiment, with a pulse rate of

80 pps. The output was then passed through the peripheral
stages of the Auditory Image Model~Pattersonet al., 1995!.
The resulting basilar-membrane motion~BMM !, which dem-
onstrates the effects of gammatone filtering, is shown in Fig.
2~a!. It can be seen that all channels show a periodicity at a
rate of 80 pps. Figure 2~b! shows the BMM in response to a
condition, described in Sec. III B, in which the even-
numbered channels of the processor output were deleted.

B. Pitch preference judgments for sine- and
alternating-phase single-channel stimuli

To check that the pitch conveyed by the pulse trains
produced by the signal processing was purely temporal in
origin, a preliminary control experiment was performed. All
stimuli in this preliminary experiment were processed in the
same way as the speech stimuli in the main experiment, ex-
cept only the lowest-frequency channel, where resolved har-
monics are most likely to occur, was used~see Table I!. In
addition, the harmonics used for the carrier could be summed
in either alternating~ALT ! or sine ~SIN! phase. The input
was always 0.5 s of white noise, with 20-ms raised-cosine
onset and offset ramps. Each trial involved the presentation
of three stimuli, the first of which was always an ALT-phase
stimulus with F0 of either 40 or 70 Hz. The other two
stimuli were always in SIN phase; one had anF0 equal to
that of the first sound, and one had anF0 an octave higher.
Shackleton and Carlyon~1994! have shown that, if the har-
monics are unresolved, subjects should select this latter
stimulus as having a pitch more like the first; in contrast, if
the harmonics are resolved, the SIN-phase stimulus having
an F0 equal to that of the first sound should be judged as
more similar.

Table II shows the percentage of trials on which each
subject reported that the ALT-phase complex had a pitch
more like that of the SIN-phase complex having anF0 one
octave higher. The results clearly show that the pitch arising
from the lowest channel of the processed stimuli is one oc-
tave above theF0 of the complex, corresponding to a rep-
etition rate of 80 or 140 pulses per second. In the remainder
of this article we describe the carrier in terms of its pulse
rate, rather than itsF0.

FIG. 1. Processing of ASL stimuli into experimental stimuli. The sentence waveform is analyzed using three or six bandpass filters. The output of each of
these is half-wave rectified and smoothed using a 30-Hz low-pass filter. The resulting waveform is then multiplied with the carrier~a harmonic source with
rate580 or 140 pps! before passing through the bandpass synthesis filters. These outputs are then summed.

TABLE I. Frequency properties for each channel used in the simulations
~kHz!. The last column shows the number of components in the passband of
the channel whenF0570 Hz.

Band High-pass Center Low-pass Bandwidth
Comps in

BW

1 0.937 1.089 1.261 0.324 4
2 1.261 1.457 1.680 0.419 5
3 1.677 1.933 2.221 0.544 7
4 2.221 2.549 2.922 0.701 10
5 2.922 3.346 3.828 0.906 12
6 3.828 4.376 5.000 1.172 16
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III. EXPERIMENT 1. PERFORMANCE WITH A SINGLE
SENTENCE AS A FUNCTION OF STIMULATION
RATE AND NUMBER OF CHANNELS

A. Rationale

The purpose of experiment 1 was to investigate the ef-
fects of two manipulations—pulse rate and number of
channels—on the perception of speech processed using the
new scheme. These data were then used when interpreting
the effects of experiment 2, which involved mixing target
and masker sentences with the same or different pulse rates,
and under conditions where the number of target channels
differed.

B. Method

1. Subjects

Sixteen normally hearing listeners~11 females and 5
males! took part. Thresholds in quiet for pure tones at 0.5, 1,
2, and 4 kHz were less than 20 dB HL in both ears for all
subjects, except for two subjects with thresholds of 27.1 and
28.1 dB HL at 2 kHz in one ear. All subjects had English as
their first language. Ages ranged from 18 to 36 years. All had
some prior experience with listening to distorted speech
sounds, but not with the type involved in this experiment.

2. Stimuli and procedure

The speech material was taken from the MRC Institute
of Hearing Research Adaptive Sentence Lists~ASL!
~MacLeod and Summerfield, 1990!. These sentences were
based on the BKB sentences~Bench and Bamford, 1979! and
produced by a male speaker of southern British English.
Each sentence was scored for three keywords, using the
‘‘loose’’ scoring technique~Bench and Bamford, 1979!. Each

subject was presented with one sentence list per condition.
As there were 15 sentences in each list, and 3 keywords per
sentence, this yielded a score out of 45 for each condition.

The task for all subjects was to listen to each processed
sentence and report~via keyboard entry! as many words as
they could. Subjects clicked a button to move on to the next
trial. Conditions were tested in blocks of 15 sentences, with
short breaks taken between blocks. Testing took place in a
double-walled sound-attenuating booth containing head-
phones, a mouse, and keyboard, and within sight of a large
monitor.

The experiment measured speech reception performance
with respect to combinations of two factors: speech pro-
cessed into three or six channels, and with stimulation rates
of 80 or 140 pps. Subjects were tested in a repeated-
measures design across the four conditions, and were ran-
domly assigned to one of four groups. The order of testing
across these groups was counterbalanced. For three-channel
conditions, half the subjects in each group were tested on
odd-channel simulations, and half on even-channel simula-
tions. The sentence lists used were also counterbalanced
across conditions and groups. Hence, each group experi-
enced a different sentence list for each condition, but, aver-
aged across groups, each sentence was used an equal number
of times for every condition. This was done to ensure that
any differences in performance across condition were due to
the processing rather than to any coincidental differences in
difficulty between sentence lists.~Although the ASL lists are
equated for difficulty across sentences, this equating was not
performed with the type of processing used here.! The order
of sentence presentation was randomized in each block for
every subject and condition.

C. Results

Figure 3 shows the group mean percent correct for each
condition. For the three-channel conditions, data from the
odd- and even-channel subgroups were averaged, as they
produced very similar results~odd vs even535% vs 32% at
80 pps and 48% vs 43% at 140 pps!.

Overall, performance was better for the six-channel con-
ditions than for the three-channel conditions, and better at a
rate of 140 pps than of 80 pps. These trends were confirmed
by a repeated-measures ANOVA, having within-subject fac-

FIG. 2. Simulation of basilar-
membrane motion~Patterson et al.,
1995! in response to white noise.~a!
with all channels active.~b! with only
odd-numbered channels active.

TABLE II. Percentage of trials in which the ALT-phaseF0 complex was
judged to have a pitch more like the SIN-phase 2F0 complex than that of
the SIN-phaseF0 complex.

Subject

ReferenceF0 ~Hz!

40 70

1 96.67 98.33
2 96.67 100.00
3 100.00 100.00
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tors of channel~three or six channels! and rate~80 or 140
pps!, and a between-subject factor of group~odd or even
channel subgroups for the three-channel conditions!. Main
effects of channel (F (1,14)5246.2, p,0.001) and rate
(F (1,14)525.0, p,0.001) were significant. There were no
significant interactions and no effect of group.

D. Discussion

The experiment showed that higher carrier rates led to
significantly higher speech reception scores. There have been
no previous studies investigating the effect of pulse rate with
normally hearing listeners and acoustic simulations, but a
number of researchers have investigated the effect in co-

chlear implant listeners. Although the majority of these stud-
ied used pulse rates that exceeded the highest value of 140
pps employed here, Fu and Shannon~2000! investigated the
range between 50 and 500 pps in four users of the Nucleus
22 implant. They implemented a four-channel CIS strategy,
and, consistent with our results, found that phoneme recog-
nition improved as stimulation rate was increased from 50 to
150 pps. Performance did not improve with further increases
in rate, although Loizouet al. ~2000! found that consonant
and word recognition improved with increases in rate from
400 to 2100 pps.

Experiment 1 also showed that performance deteriorated
as the number of channels was reduced from six to three.
This was implemented by dropping alternate channels@Fig.
4~a!#, unlike previous studies, in which a reduction in chan-
nel number was produced by broadening the analysis and
carrier filters@Fig. 4~b!#. This effectively leads to ‘‘holes’’ in
the speech spectrum, and the drop in performance can be
attributed to the resulting loss of information, rather than to a
loss of spectral resolution. In addition, it may be that some
central limitation prevented subjects from effectively com-
bining information across spectral bands separated by gaps.
This possibility is suggested by the finding that introducing
noise into ~albeit much wider! spectral gaps can improve
sentence recognition scores~Warrenet al., 1997!.

IV. EXPERIMENT 2: SENTENCE SEGREGATION USING
PULSE-RATE AND CHANNEL DIFFERENCES

A. Rationale and overview

Experiment 2 studied the ability of listeners to use pulse-
rate and/or channel differences in segregating concurrent
sentences. It used ‘‘target’’ sentences similar to those of ex-
periment 1, and added them to a masker which started 1.2 s
before the target. The target and masker were processed on

FIG. 3. Group mean scores~%! for single sentence conditions~61 standard
error!.

FIG. 4. Relation between analysis filters and carriers in three processing schemes.~a! Method used in this experiment, whereby alternate channels are dropped.
~b! Conventional method, whereby fewer channels are accompanied by wider analysis filters.~c! Alternative method, whereby the entire frequency range is
analyzed but still only narrow carrier bands are used~resulting in spectral mismatch!.
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all six channels and then mixed, or presented on three inter-
leaved channels each. Orthogonal to this manipulation, the
target and masker could be processed on either the same or
different pulse rates.

As noted in the Introduction, previous psychophysical
research suggests two ways in which rate differences could
affect performance. First, when two equal-level pulse trains
are mixed into the same channel, listeners hear a pitch equal
to that of the higher-rate train~Carlyon et al., 2002; van
Wieringenet al., 2003!. Combined with the fact that the tar-
get sentence was added to the masker after some delay, this
leads to an interesting prediction. When the masker is pro-
cessed at a rate of 80 pps, introducing a 140-pps target
should cause a change in pitch, perhaps aiding segregation of
the two sources. In contrast, when the masker is processed at
140 pps, introducing an 80-pps target may leave the pitch
unchanged, at least when the masker and target have the
same level. This suggests that, when the target and masker
levels are equal, introducing a rate difference between them
should only help when the target is processed at the higher
rate. In fact, as discussed below, the masker and target levels
varied over time, and the target was on average more intense
than the masker. Hence, as discussed further in Sec. V B, we
might expect some advantage of a rate difference when the
target is processed at the lower rate, but we would still ex-
pect the effects of a rate difference to be smaller than when
the target is on the higher rate.

A second possible effect of a pulse rate difference occurs
when the target and masker are processed on different chan-
nels. As discussed in the Introduction, it is possible that lis-
teners could exploit a rate difference by comparing the tem-
poral pattern of stimulation across different regions of the
basilar membrane~Darwin, 1992; Carlyon, 1994!. We would
expect segregation based on such a cue to be symmetric, in
that it should not depend on whether the target is processed
at the higher or at the lower rate.

B. Method

1. Stimuli

The sentence material was again taken from the ASLs.
Target sentences were taken from different lists than the pre-
vious experiment, and were mixed with maskers. The
maskers were constructed from three concatenated ASL sen-
tences, which were time reversed and truncated to a duration
of 3.5 s, with 20-ms Hanning onset and offset ramps. The
type of masker was chosen so as to have many of the spectral
and temporal characteristics of interfering speech, while it-
self being unintelligible. This latter characteristic avoided
problems associated with scoring responses that corre-
sponded either to whole words in a competing sentence, or to
composites of words from a target and competing sentence.
None of the sentences used to construct the maskers had
been used in the first part of the experiment, and each target
sentence was combined with a masker constructed from a
unique set of three ASL sentences.

Both the target and masker were processed in the same
way as described in the previous experiment. They were each
separately processed into three or six channels with the de-

sired carrier rate~depending on the condition!. The masker
was then attenuated by 9 dB relative to the target sentence,
and the target was added to the masker with an offset of 1.2
s. Because this value is an integer multiple of the periods of
the 80-pps and 140-pps pulse trains, the pulses from each
source were simultaneous when the target and masker were
processed on the same rate. This gave rise to a single pulse
train in each frequency region, that was modulated by an
envelope derived from the sum of the filtered masker and
target waveforms. All stimuli were generated at a sample rate
of 22 050 Hz with 16-bit resolution.

Stimulus presentation was through the same headphones
as for experiment 1. Subjects were again seated in the
double-walled sound-attenuating chamber containing the
headphones, keyboard, and mouse, within sight of the com-
puter monitor. They were instructed to report back as much
of the target sentence as they could. They were informed that
the target sentence would start later than the interfering
sound, and that it might be accompanied by an increase in
loudness.

2. Subjects, design, and procedure

The experiment investigated factors of number of chan-
nels ~all six, and odd- or even-channels only! and rate~80
and 140 pps! with respect to target and masker. The same
subjects who participated in experiment 1 took part.

Table III shows the structure of conditions. In condition
1, both target and masker were processed into six channels,
and both had the same carrier rate~either 80 or 140 pps!. In
condition 2, both target and masker were processed into six
channels, but this time had different carrier rates~target580
pps; masker5140 pps, or vice versa!. Condition 3 involved
simulations with targets and maskers processed on odd or
even channels only~target5odd, masker5even, or vice
versa!. Both target and masker had the same carrier rate,
which was either 80 or 140 pps. Condition 4 involved simu-
lations with targets and maskers having different channels
and carrier rates.

Subjects were randomly assigned to one of four groups.
For each group, a different set of sentences was used for
every condition. However, by counterbalancing the alloca-

TABLE III. Parameters used in conditions 1 to 4 of experiment 2.

Condition

Target sentence Masker sentence

Rate Chans Rate Chans

1a 80 All 80 All
1b 140 All 140 All

2a 80 All 140 All
2b 140 All 80 All

3a 80 Odd 80 Even
3b 80 Even 80 Odd
3c 140 Odd 140 Even
3d 140 Even 140 Odd

4a 80 Odd 140 Even
4b 80 Even 140 Odd
4c 140 Odd 80 Even
4d 140 Even 80 Odd
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tion of sentence lists to condition across groups, each sen-
tence was used an equal number of times~although for dif-
ferent subjects! for each condition. The order in which the
different conditions were run was also fully counterbalanced
across groups. Subjects were tested in a total of eight condi-
tions. All 16 subjects performed conditions 1a, 1b, 2a, and
2b. For conditions 3 and 4, subjects were further divided into
two subgroups, depending on whether odd- or even-
numbered channels were used for the target. Hence eight
subjects did conditions 3a, 3c, 4a, 4c, and eight did 3b, 3d,
4b, and 4d.

C. Results

As with experiment 1, differences between performance
in odd- and even-channel subgroups in the three-channel
conditions were small, and data were averaged across the
odd- and even-channel sub-groups. Figure 5 shows the group
mean and standard error for each condition. Overall, perfor-
mance is worse than that found for single-sentence tasks
~Fig. 3!. The remaining trends will be discussed with refer-
ence to the results of a repeated measures ANOVA applied to
the data. The ANOVA had within-subject factors of channels
~three vs six!, target rate~80 vs 140 pps!, and rate difference
~target rate same or different to masker rate!. It also used a
between-subjects factor of group~odd or even channels for
three-channel conditions!, which was found not to be signifi-
cant.

As expected from the results of experiment 1, perfor-
mance was better at a target rate of 140 pps than of 80 pps
~open vs filled bars:F (1,14)597.0, p,0.001). It was also
better for six than for three channels (F (1,14)560.3, p
,0.001), indicating that any effect of spectral separation be-
tween the target and masker channels was swamped by the
reduction in conveyed information produced by deleting al-
ternate channels. This latter reduction was substantial, pro-

ducing an average decrease in performance from 37% to
23% for masked speech~experiment 2!, compared with 76%
to 39% correct for speech in quiet~experiment 1!.

Performance was also better overall when the target and
masker were processed on different rates (F (1,14)539.3, p
,0.001). This difference occurred only when the target was
processed on the higher rate~open bars!, leading to a inter-
action between target rate and rate difference (F (1,14)

526.74,p,0.001).2 As was discussed in Sec. IV A, this is
consistent with the psychophysical evidence that, when two
pulse trains interact in the same channel, the pitch is deter-
mined by the higher of the two pulse rates. Two further
points are worth making about this interaction. First, it was
not the case that introducing a rate differencedecreasedper-
formance when the target was processed on 80 pps, as would
have occurred if the 140-pps stimulus simply produced more
excitation in the auditory periphery. Hence, by introducing a
rate difference, it is possible to improve performance when
the target is processed on the higher rate, without any cost
when processed on the lower rate—at least for conditions
like those used here, where the target was more intense than
the masker. Second, it occurred not only when the target and
masker were presented on the same six channels, but also
when they were processed on three interleaved channels
each. Specifically, a rate difference failed to improve perfor-
mance in the three-channel condition when the target was
processed on the lower rate. Hence, there is no evidence for
the symmetric improvement caused by introducing a rate dif-
ference that one might expect if an across-frequency rate
comparison aided the perceptual segregation of concurrent
speech sounds~Sec. IV A!.

The effect of a rate difference when the target and
masker were presented on separate channels was qualita-
tively similar to that observed when they shared all six chan-
nels. This may have been due to spread of excitation on the
basilar membrane, causing the responses to target and
masker to overlap partially. This is illustrated in Fig. 2~b!,
which shows the output of a bank of auditory filters in re-
sponse to a white noise processed only on the three odd-
numbered channels. It can be seen that although there was no
energy in the even-numbered channels of the stimulus, there
is some activity in the outputs of auditory filters having CFs
within the passbands of those channels. For example, audi-
tory filters centered on 2805 and 3060 Hz both fall within the
passband of even-numbered channels~Table I!, yet show a
nonzero output. This issue is discussed further in Sec. V C.

Finally, we should note that the effect of a rate differ-
ence was actuallysmaller in the three- than in the six-
channel conditions—as revealed by a significant interaction
between the effects of a rate difference and of the number of
channels (F (1,14)525.84, p,0.001). We can think of two
reasons for this interaction. First, it may be an artifact of the
finding that performance was lower overall in the three-
channel conditions. It could be that the improvement from
17% to 27%~averaged across rate! in the three-channel con-
dition actually reflected a similar change in underlying sen-
sitivity as the numerically larger increase~from 30% to 48%!
in the six-channel condition. This would occur, for example,
if low levels of performance were partially affected by a

FIG. 5. Group mean scores~%! for target and interferer sentence conditions
~61 standard error!.

1742 J. Acoust. Soc. Am., Vol. 115, No. 4, April 2004 J. M. Deeks and R. P. Carlyon: Cochlear implant hearing and sound segregation



floor effect. If this were true, we might expect across-subject
standard deviations to be smaller over this range. To test this,
we calculated the regression between standard deviation and
percent correct for all subjects and all conditions of experi-
ments 1 and 2. The resulting regression had a slope of only
20.004 (r 250.02), which was not significantly different
from zero—arguing against a floor effect. An alternative ex-
planation is that, when the competing stimuli were filtered
into interleaved channels, there was less interaction between
them. Because the dominance of the pitch of higher-rate
pulse trains has only been observed when the components
fall within a single channel~Carlyon et al., 2002; van
Wieringenet al., 2003!, this effect would be expected to de-
pend on the extent of such within-channel interactions.
Where such interactions are reduced, whatever segregation
does occur might be expected to depend on spectral separa-
tion between the masker and target, rather than on differ-
ences in pulse rate.

V. DISCUSSION

A. Overview

This article presents results from a new signal-
processing strategy that reproduces several features of the
peripheral pattern of stimulation produced by cochlear im-
plants. In common with previous simulations~Shannon
et al., 1995! it extracts the envelope in a number of fairly
broad frequency bands, and uses each envelope to modulate
a carrier signal having an appropriate frequency content. The
novel aspect lies in being able to modify the temporal as-
pects of the carrier, and, as our preliminary experiment
showed, to do so without introducing resolved frequency
components. This allowed us to study the effects of varying
the ‘‘pulse rate’’ in each channel, and of introducing a differ-
ence between the pulse rates applied to competing sources. It
resulted in a number of new findings, some of which have
implications for concurrent sound segregation in general,
and, in particular, for how this may be achieved by cochlear
implant users. Furthermore, some aspects of the data on the
effects of pulse rate differences between the target and
masker were interpreted in terms of recent evidence on the
basic psychophysics of ‘‘purely temporal’’ pitch perception.

B. Effects of pitch differences and neural
refractoriness

1. Comparison to previous data on temporal pitch
perception

One of the most important findings from the present
study is that processing a masker on a different rate from the
target aids performance only when the target rate is higher
than the masker rate. As discussed in Sec. IV A, this is
roughly consistent with psychophysical evidence that, when
two pulse trains of ratesR1 andR2 are mixed on the same
channel in acoustic or electric hearing, subjects hear a single
pitch roughly equal toR2 ~Carlyon, 1996; Carlyonet al.,
2002; van Wieringenet al., 2003!. This should result in a
large increase in pitch when a 140-pps target is added to an
80-pps masker~condition ‘‘T140/M80:’’ new pitch about 140
pps!, but a much smaller~or no! change when an 80-pps

target is added to a 140-pps masker~T80/M140: pitch stays
close to 140 pps!. One caveat is worth mentioning when
relating the two sets of findings: The pairs of pulse trains that
were mixed together in the psychophysical experiments had
equal levels, whereas here the level of the target, averaged
over its total duration, was 9 dB more intense than that of the
masker. Presumably, there will be some SNR at which the
target will dominate the pitch even when it is processed at a
lower rate than the masker. However, it is worth noting that
the levels of both target and masker varied throughout the
utterances, and so there will have been instances where the
SNR was lower than 9 dB~and some where it was higher!.
Hence, the psychophysical data would predict a trend in the
direction observed here, although it is perhaps a little surpris-
ing that a rate difference had no beneficial effect at all when
the target was processed on the lower rate.

C. Implications for concurrent sound segregation

1. Overview

As pointed out in the Introduction, cochlear implant us-
ers currently experience particular difficulty in understanding
speech when competing sounds are present. Part of this prob-
lem may well be due to the incomplete survival of peripheral
processes. However, because similar limitations are observed
with acoustic simulations of cochlear implant speech-
processing algorithms, it seems likely that these algorithms
do not faithfully transmit cues that are important for concur-
rent sound segregation. As discussed in the Introduction,
pitch cues are likely to fall into this category.

There are three broad classes of potential solution to this
problem. First, it is possible that, without explicitly segregat-
ing the sourcesa priori, monaural cues to concurrent sound
segregation could be introduced in new speech-processing
strategies, perhaps combined with new electrode designs that
restrict the spread of excitation along the neural array. For
example, one could attempt to reintroduce the combined
place-of-excitation and timing coding of resolved harmonics.
However, as pointed out by Moore and Carlyon~2004!, this
seems unlikely to be achieved in the foreseeable future. A
more promising and immediate solution is provided by bilat-
eral implants. Although this approach does not currently al-
low significant use of interaural timing cues, substantial ad-
vantages can be produced by the head shadow effect~e.g.,
van Hoesel and Tyler, 2003!. One drawback, however, is that
bilateral implantation is unlikely to be economically justifi-
able in the medium term, at least in countries whose health-
care system is primarily publicly funded~Summerfieldet al.,
2002!. As van Hoesel and Tyler~2003! have pointed out, the
head-shadow effect raises the~cheaper! possibility of using
two microphones to route two separate sources to a single
implant. They also pointed out that such a strategy, unlike
bilateral implants, would not allow the listener to select each
source at will. Indeed, this is a problem for any scheme
which performs automatic source segregation: for the listener
to take advantage of it, the two sources must be encoded in a
way which then allows them to be perceptually segregated,
and for the listener to switch between sources as required.
The present experiments implemented an acoustic analog of
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one such encoding scheme, in which different sources are
applied to different subsets of electrodes, and with different
carrier rates applied to electrodes encoding different sources.

2. Across-frequency rate differences

We believe that the results of the present study should
lead one to be cautiously pessimistic about the use of across-
channel differences in pulse rate to allow perceptual segre-
gation of different sound sources. The only significant advan-
tage gained by presenting the target and masker on different
rates occurred when the target was on the higher of the two
possible rates. Performance was substantially better when the
target was processed on 140 pps and the masker on 80 pps
~T140/M80! than in condition T140/M140~both processed
on 140 pps!. However, in a real-life device, where the target
and masker are not specified beforehand, the choice is likely
to be between processing the two sources on different rates
or processing them both on the higher of the two rates. Our
results indicate that the former option could lead to worse
performance than the latter, as listeners were worse in con-
dition T80/M140 than in condition T140/M140~compare the
third and second bars from the left in Fig. 5!.

Experiment 2 showed only a small effect of rate differ-
ences when the target and masker were processed on sepa-
rate channels. Furthermore, this advantage showed the same
asymmetry as occurred when they were both processed on all
six channels, consistent with it being due to spread of exci-
tation between adjacent channels. The center frequencies of
adjacent channels shown in Table I were separated by an
average of about 23%. Hence, an auditory filter centered on
one frequency band would respond to components in the
middle of a neighboring band with an attenuation of approxi-
mately 30 dB~Pattersonet al., 1982!. However, there would
also have been auditory filters centered on the boundary be-
tween two channels, and, when the masker and target were
interleaved, these would have responded about equally to the
two sources.

Although we cannot rule out the possibility that a wider
channel separation would have allowed subjects to use
across-channel rate differences more effectively, we think it
unlikely that such a process could aid concurrent sound seg-
regation in existing cochlear implants. The rate differences
used here were large and constant, and yet the pattern of
results was consistent with a purely within-channel effect.
Unless an implant were able to produce substantially more
effective between-channel attenuation than the 30 dB in the
present study, it seems unlikely that, even if across-channel
rate differences were usable, this could effectively be real-
ized. This stands in marked contrast to the situation in nor-
mal acoustic hearing, where resolved harmonics are present,
in which case such across-channel processes can have a
marked effect~Broadbent and Ladefoged, 1957; Darwin,
1992!.

3. Assigning sources to different channels

An additional finding of experiment 2 was that perfor-
mance was consistently worse when the target and masker
were each presented to three~separate! channels than when
they were mixed into the same six channels. As noted in Sec.

IV C, this indicates that any advantage of spectrally separat-
ing the two sources was swamped by the deleterious effects
of reducing the number of channels per source. One might be
tempted to conclude that any attempt to separate two sources
on a channel-by-channel basis is doomed to failure, because
it would reduce the number of channels for each source.
However, there are two reasons why this is not necessarily
so. First, the effects of halving the number of channels
should decrease, the more channels there are to start with
~Friesen et al., 2001!. Second, the effects of halving the
number of channels may be reduced by adopting a slightly
different method of splitting the two sources than the one
used here@Fig. 4~a!#. Note that the ‘‘standard’’ method, of
doubling the bandwidths of both the analysis and carrier
channels@Fig. 4~b!: Shannonet al., 1995#, would not be ap-
propriate, as alternate channels would be needed for separate
sources. However, one could double the bandwidth of the
analysis channels, while using the same~narrow! carrier
channels as in the present scheme—as shown in Fig. 4~c!.
We intend to explore this issue in a future study.

4. Conclusions

In summary, the absence of an advantage produced by a
difference in pulse rate when the target is presented on the
lower of two rates suggests that rate differences are unlikely
to provide a consistent cue for segregation produced by a
real-world device. However, although the present study
showed no advantage of spectrally separating the two
sources, it is possible that such an advantage could be ob-
served when more channels are available. For implant users
to take full advantage of such a strategy, it is likely that they
would have to exploit cues to concurrent sound segregation
other than differences in pulse rate used here. Such cues
might include the natural across-frequency covariations in
amplitude present in each source.

VI. SUMMARY

~i! We have described a new simulation of cochlear im-
plant hearing in which the envelope in each frequency
band modulates a bandpass filtered pulse train. Be-
cause the frequency components of the carrier are un-
resolved in the auditory periphery, this allows one to
simulate the effects of varying pulse rate in electric
hearing. Pitch can be manipulated independently of
the F0 of the input.

~ii ! Performance is better when the target is processed at a
rate of 140 pps than at 80 pps, and when processed on
six than on three channels. Both of these findings oc-
curred for speech in quiet and in the presence of a
masker.

~iii ! Presenting the target on only the odd-numbered chan-
nels and the masker on even-numbered channels~or
vice versa! produced worse performance than pro-
cessing them both on all six channels. Hence, for the
particular stimuli used here, any benefits of spectral
separation were outweighed by the reduction in num-
ber of channels conveying the target.
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~iv! There was no evidence that listeners can exploit
across-channel differences in pulse rate to identify a
target sentence in the presence of a masker.

~v! When the target and masker are processed on the
same channels, and the target level is higher, perfor-
mance can be improved by processing the masker on
a lower rate than the 140-pps target~compared to
when they are processed on the same rate!. However,
processing the masker on a higher rate than the 80-pps
target neither helps or hinders, again compared to the
case where both are processed on the same rate.
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1Recent evidence has shown that speech perception in noise can be im-
proved by presentingunprocessedlow-frequency sound to implant users
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A three-dimensional biomechanical model of tissue deformation was developed to simulate dynamic
vocal fold abduction and adduction. The model was made of 1721 nearly incompressible finite
elements. The cricoarytenoid joint was modeled as a rocking–sliding motion, similar to two
concentric cylinders. The vocal ligament and the thyroarytenoid muscle’s fiber characteristics were
implemented as a fiber–gel composite made of an isotropic ground substance imbedded with fibers.
These fibers had contractile and/or passive nonlinear stress–strain characteristics. The verification of
the model was made by comparing the range and speed of motion to published vocal fold kinematic
data. The model simulated abduction to a maximum glottal angle of about 31°. Using the
posterior-cricoarytenoid muscle, the model produced an angular abduction speed of 405° per
second. The system mechanics seemed to favor abduction over adduction in both peak speed and
response time, even when all intrinsic muscle properties were kept identical. The model also verified
the notion that the vocalis and muscularis portions of the thyroarytenoid muscle play significantly
different roles in posturing, with the muscularis portion having the larger effect on arytenoid
movement. Other insights into the mechanisms of abduction/adduction were given. ©2004
Acoustical Society of America.@DOI: 10.1121/1.1652033#

PACS numbers: 43.70.Bk@AL # Pages: 1747–1759

I. INTRODUCTION

Vocal fold dynamics can be treated in two parts:~1!
large and relatively slow deformations occurring when the
vocal folds abduct/adduct or elongate as a result of moving
boundaries or internal muscle forces, and~2! small and rela-
tively fast deformations occurring when the tissue is driven
into oscillation. These two parts are referred to as, respec-
tively, vocal fold posturing and vocal fold vibration. In
speaking and singing, vocal fold posturing occurs in a non-
periodic~but ultimately always cyclic! fashion at frequencies
of less than 10 Hz. Flow-induced vocal fold vibration, on the
other hand, usually occurs at 100 Hz or more. Although pos-
turing and vibration can be treated separately, many aspects
of vibration ~e.g., pitch, loudness, and voice quality! are de-
pendent on posturing.

Understanding vocal fold posturing is important to both
speech scientists and clinicians. For example, vocal fold pos-
turing has been shown to affect the intensity of the voice
~Titze and Sundberg, 1992; Murryet al., 1998!, the pitch
~Hirano et al., 1970; Honda, 1983!, devoicing ~Yoshioka,
1981!, and ventilation or glottal aspiration~Tomori et al.,

1998!. Vocal fold abdutory/adductory posturing is also im-
portant for swallowing and effort closure of the airway~e.g.,
for lifting !. Adduction of the vocal folds has been hypoth-
esized to be the key to optimizing airflow–tissue interaction
in vocal onset and, thus, self-sustained oscillation~Titze,
1988; Cookeet al., 1997!.

The study of vocal fold posturing is also essential for
improved phonosurgery. Unilateral vocal fold paralysis, fre-
quently the consequence of injury to or infection of the re-
current laryngeal nerve~or the vegus nerve from which it
branches!, can significantly impair an individual’s speech,
swallowing, and ability to protect the airway. A common
phonosurgical treatment of unilateral vocal fold paralysis is
vocal fold medialization, an artificial posturing of a vocal
fold to set the shape and stiffness so that phonation is im-
proved~Neumanet al., 1994!. With an increased understand-
ing of the mechanics of abduction/adduction, especially in
terms of the local and global stiffness properties of the modi-
fied tissue, it is expected that phonosurgical procedures like
medialization could be enhanced.

Previous studies of vocal posturing mechanics focused
on quantifying the range and direction of arytenoid cartilage
motion around the cricoarytenoid joint~CAJ! ~Broad, 1968;
Kotby et al., 1992!. Although such descriptive kinematics
provided a logical foundation for understanding CAJ-based
posturing, a study of the forces caused by laryngeal connec-
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tive tissues is needed to establish causal relations between
vocal posturing and laryngeal muscle forces. This point was
noted by Sanderset al. ~1994!, who deemed this relationship
essential to understanding the full range of vocal fold move-
ments seen during phonation, respiration, and effort closure.
Sanderset al. illustrated this point by using anin vivo canine
larynx to demonstrate the effects of contracting different por-
tions of one laryngeal muscle, the posterior cricoarytenoid
muscle~PCA!, on vocal fold posturing. Further, he suggested
that there may be as many as four functionally different com-
partments of the thyroarytenoid~TA! affecting vocal fold
mechanics. Therefore, describing orientations and distribu-
tions of the portions of the different laryngeal muscles, such
as the TA, is a necessary step in understanding CAJ-based
vocal fold posturing.

Creating a biomechanical model of CAJ-based vocal
posturing is important because it can quantify the effects of
individual and coordinated muscle contractions on arytenoid
cartilage movements and vocalization. Farley~1996! created
this type of model to study the dependence of the fundamen-
tal frequency of phonation on glottal width and closure. The
posturing portion of his model was based on rigid body me-
chanics, from which he calculated pitch for a given arytenoid
posture. Although he was able to use his model to predict
glottal width from muscle activation, there were two areas
that he did not address. First, Farley reported only static
results; he did not address the dynamics of vocal posturing,
such as the speed of glottal width change. Second, because
his model was based on rigid body mechanics, he did not
address tissue deformation. These two limitations restricted
the type of vocal pathologies for which Farley’s model could
be applied; for example, it could not simulate the effect of a
polyp or scar on fundamental frequency. In contrast, a dy-
namic model based on deformable body theory and solved
by the finite element method~FEM! could include localized
changes in the vocal fold geometry, providing the foundation
for simulating a wide range of disorders.

FEM has previously been deployed to simulate other
speech organs, such as the tongue~Wilhelms-Tricarico,
1995!, the velum~Berry et al., 1999!, and the vocal folds in
oscillation ~Gunter, 2003; Alipouret al., 2000; Dang and
Honda, 1998!. It is noteworthy that only Wilhelms-
Tricarico’s model of the tongue included large deformation
theory with tissue properties based on fiber directions. In
particular, FEM models of the vocal folds have thus far been
based only on small deformation theory, which are not valid
for the large movements seen in vocal fold posturing without
making additional assumptions~see Sec. II A!. Thus, the ap-
proach of Wilhelms-Tricarico’s motivated this study.

The goal of this research was to advance the modeling
of vocal fold posturing in three dimensions; this study spe-
cifically focuses on large deformation abduction/adduction
posturing with the fibrous tissues intrinsic to the vocal folds
playing a key role. In light of this goal, the specific research
question was as follows: To what degree can a three-
dimensional biomechanical model of vocal fold abduction/
adduction match the dynamics of human vocal fold
abduction/adduction~in terms of glottal angle!, with percent
muscle activation as the driving inputs? A model was created

that focused on the motion of the arytenoid cartilages and
included vocal fold deformation and intrinsic fibrous tissues.
Fundamental to the model’s development was the creation of
a fiber–gel composite, which included the contribution of
one-dimensional muscle fibers superimposed on a three-
dimensional isotropic gel. The mathematical steps used in
the creation of this fiber-gel were detailed, and the model’s
output was then compared to the existing data on the glottal
angle and the speed of glottal closure.

II. METHODS

Following general FEM procedures, there were six steps
in the model’s creation:~1! definition of dynamic finite ele-
ment equations;~2! identification of the target geometry
~anatomical properties!; ~3! determination of constitutive
equations and material properties~e.g., tissue elasticity, den-
sity, and incompressibility!; ~4! specification of the boundary
conditions and constraints;~5! implementation of the finite
elements~discretization of the domain and assembly of ele-
ment equations!; and~6! solution of the model with numeri-
cal results. Quantities such as fiber length, area, and orienta-
tion were classified as anatomical properties, while passive
and contractile characteristics of the intrinsic fibers were
classified as material properties.

A. Finite element equation definitions

The FEM equations had to adequately represent the
large deformations~or finite strains! that occur in vocal pos-
turing. It was predetermined that the equations would be
based on eight-node hexahedral elements and hexahedral-
reduced forms~prism and pyramid shapes!. Some of the
critical equations are provided below~as an overview!, along
with added details of a large-deformation extension; the spe-
cific FEM equations used, based on more general derivations
found in intermediate FEM texts~e.g., Cooket al., 1989;
Bathe, 1996!, can be found in Hunter~2001!.

The derivation of these FEM equations commences with
the potential energyP of the target geometry,

P5U2R, ~1!

whereU is the strain energy andR is the virtual work of the
system in deformation. The strain energy was computed as a
volume integral of the strain energy densityU0 ,

U5E E E U0 dV, where U05
1

2
@e#T@S#@e#, ~2!

which can be thought of as a three-dimensional extension of
the elastic energy in a spring obeying Hooke’s Law:U0

51/2kx2 ~the stiffness matrixS is comparable tok, while
strain vectore is similar tox!.

The entire system of equations is ultimately represented
by a matrix version of the general equation of motion,

Ku1Du̇1Mü2R50, ~3!

which is derived from a constitutive equation for tissue~see
Sec. II C!, a small-strain vectore, a trial solution, and bound-
ary conditions~described in Sec. II D!. Terms in this equa-
tion are a symmetric stiffness matrixK , displacement vector
u, damping matrixD, mass matrixM , and vectorR ~repre-
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senting the boundary conditions and applied forces!. The di-
mensions of these matrices are dependent on the number of
nodes~solution points! and the number of degrees of free-
dom. The damping matrixD comes from a proportion of the
mass and stiffness matrices,

D5aM1bK , ~4!

wherea andb are, respectively, Rayleigh mass and Rayleigh
stiffness damping. The Rayleigh terms are frequency depen-
dent and related to a common damping ratioz ~e.g., Bathe,
1996, p. 797!,

z5
a

4p f
1bp f . ~5!

Since z is a directly measurable quantity,a and b can be
calculated from two measures of the damping,z1 andz2 , at
two different frequencies,f 1 and f 2 .

However, because Eq.~3! is based on small strain as-
sumptions, it cannot adequately represent the large deforma-
tions that occur in vocal fold posturing, nor can it represent
nonlinear material behavior, which is also found in the vocal
folds. In this study, the Newton–Raphson method~e.g.,
Bathe, 1996, p. 755! was used to allow for large deformation
and nonlinear material behavior. This specific method used
an iteration technique to solve the system during static situ-
ations, or at a single time step in a dynamic solution,

Ku2R50. ~6!

The iteration technique begins with the calculation of the
out-of-balance load vectorDR, or the difference between the
applied loads and the restoring forceF,

R2F5DR. ~7!

Given DR, an incremental displacementDu is calculated
from Eq. ~6! and convergence is checked. IfDu is not suffi-
ciently small,DR is reevaluated and the stiffness matrix is
updated,

KnewDu2DR50. ~8!

At this point the process repeats itself with a new stiffness
matrix. Iterations continue as needed until a preset tolerance
is met.

By using the iteration technique in finite element inte-
gration, large deformations could be accounted for in a single
time step. Solving Eq.~3! with the time dependence was
accomplished using the FEM difference technique~Alipour
et al., 2000!. A smaller time step in the finite difference so-
lution would reduce the number of iterations needed in the
Newton–Raphson technique. However, with large deforma-
tions, the need for a stiffness matrix correction would never
be negated regardless of how small the time steps became;
only the frequency of needed corrections would be reduced.

B. Target geometry „anatomical properties …

The targeted geometry of the posturing model was a
human male larynx, with the reference frame being the cri-
coid cartilage~Fig. 1!. The primary anatomical focus was the
tissue between the glottis and the thyroid cartilage, including

the arytenoid cartilage. The model’sy axis was anterio-
posterior~front to back! with y50 at the tip of the cadaveric
vocal process; thex axis was medio-lateral~left to right!,
while thez axis was inferio-superior~down to up!. The un-
stressed~neutral! tissue state was cadaveric. With geometric
symmetry across the midplane assumed, the model consisted
of only the right vocal fold, similar to a hemilarynx~Fig. 2!.

The thyroid cartilage was selected to be the outer edge
of the model. The shape of the thyroid cartilage was derived
from average measurements reported by Eckel and Sittel
~1995!. The shape and position of the vocal fold anterior
commissure~Fig. 2, point D! and the vocal process~point E!
were averaged from Eckel and Sittel~1995!, Eckel et al.
~1994!, and Hirano and Sato~1993!. The posterior glottis
was determined solely from photographs of histological
slices~Hirano and Sato, 1993!.

The midmembranous medial curvature~Fig. 3!, which
was based on the canine vocal fold~Tayamaet al., 2002!,
extended from the vocal process~Fig. 2, point E, 1.5 mm
from the midline! to near the anterior commissure~points D,
superior and inferior points shown!, with a membranous
length of approximately 13 mm. A smooth transition at both
ends of the fold was applied via a nonplanar Coons patch~a
surface patch between four arbitrary boundary curves!. The
inferior border of the model was defined at the base of the
TA muscle~Fig. 3! ~as defined by Tayamaet al., 2002!. The
model’s entire superior surface was initially simulated to be
flat.

In the modeled arytenoid cartilage, the distance between
the vocal process and muscular process was taken from nine
human male cartilages~Tayamaet al., 2001!. The arytenoid
cartilage height was trimmed at the vocal fold superior sur-
face so that it would not protrude above the vocal fold. To
simulate the effect of the CAJ, the arytenoid’s CAJ facet was
extended inferiorly~4 mm! into the space where the cricoid

FIG. 1. Coordinate system from vantage point of cricoid cartilage~after
Selbieet al., 1998!.
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cartilage would normally be~further details provided in Sec.
II D !.

The only ligament modeled was the vocal ligament.
Muscle tissue included the four intrinsic laryngeal muscles
attached to the arytenoid: the TA, the PCA, the interarytenoid
~IA !, and the lateral cricoarytenoid~LCA!. The two bellies of
the TA muscle, the thyrovocalis (TAV), and the thyromuscu-
laris (TAM), were treated separately. TA fiber bundles~with
measured insertion points, direction cosines, lengths, and ar-
eas taken from six human cadaver larynges; Coxet al., 1999!
were grouped into five macrobundles~which were shared
between the TAM and TAV); individual direction cosine av-
erages for each of the five macrobundles only approximated
the rulel 21m21n251 ~60.06!. The lengths, areas, and di-

rection cosines of the PCA, LCA, and IA were taken from
eight canine larynges~Mineck et al., 2000!. The average in-
sertion points of the PCA and LCA were attached to the
muscular process, while the IA was attached at the most
posterior arytenoid position, which represents the likely
point at which the IA acts on the arytenoid~given the sling-
like wrapping of the IA around the arytenoid!.

C. Constitutive equations and material „tissue …

properties

Tissues in the model were classified as either fibrous or
nonfibrous. Fibrous tissues included the vocal ligament and
intrinsic vocal fold muscles. Nonfibrous tissues included the
cartilages, mucosa, superficial layer of the lamina propria
~excluding the vocal ligament!, and other miscellaneous tis-
sues. To quantify the mechanics of fibrous and nonfibrous
tissue deformations, an individual constitutive equation~CE!
was defined for each. In the model, the various tissues’ ma-
terial properties~material-specific parameters in the CEs!
were obtained from the literature.

1. Constitutive equations

The relation between the stress and strain of a tissue was
represented by a CE. Three assumptions about vocal tissues
were made in defining the CEs used in the model:~1! all
tissue was nearly incompressible;~2! all tissue was isotropic;
and~3! fibrous tissues were a superposition of contractile or
other fibrous characteristics onto isotropic tissues. Isotropic
tissue was described by the three-dimensional Hooke’s law.
In the familiar one-dimensional linear system, Hooke’s law
is s5Ee, where s and e represent the stress and strain,
respectively, andE is the tangent Young’s modulus~a mea-
sure of a tissue’s stiffness!. The three-dimensional Hooke’s
law ~which can be found in many variations in intermediate
mechanics texts! takes into account both shear and normal
components of stress and strain. For the symmetric shears in
an isotropic material, Hooke’s law can be written in matrix
notation, which is ideal for FEM~Cook et al., 1989!,

FIG. 2. The right vocal fold:~a! hori-
zontal slice at the level of the vocal
process; and~b! the view of the model
from above. Vocal fold landmarks:
A—arytenoid cartilage; B—muscular
process; C—thyroid cartilage;
D—anterior commissure; E—vocal
process; F—posterior commissure;
G—midmembranous vocal fold line;
and H—posterior border.

FIG. 3. Schematic drawing of midmembranous coronal section of vocal fold
with the lower border of the model’s target area labeled.
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where the following submatrices are defined,
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n 12n n
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D , ~10!
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0 m 0

0 0 m
D . ~11!

In these equations,m is the shear modulus, which is related
to E by the Poisson’s ration ~a measure of a material’s com-
pressibility!,

m5
E

212n
. ~12!

After the substitution of Eqs.~10!–~12!, the material param-
eters in Eq.~9! areE andn.

Fibrous tissues intrinsic to the vocal folds contain both
elastin and collagen fibers in their extracellular matrix; they
also have a nonlinear stress–strain relationship; hence a non-
linearE. Titze ~1996! defined the axial passive fiber stresssp

for a one-dimensional laryngeal fiber as a piecewise static
stress–strain relationship composed of a linear and an expo-
nential portion. The CE is continuous, as is its first deriva-
tive,

sp52
s0

e1
~ey2e1!2Bs2~ey2e2!

1s2@eB~ey2e2!21#, ey.e2 ,

sp52
s0

e1
~ey2e1!, ey<e2 , ~13!

wheres0 is the stress at zero strain~representing the pre-
strained state of the laryngeal fibers!, s2 is a scale factor for
the exponential function,B is an exponential strain constant,
e1 is the strain at zero stress,e2 is the strain at which the
nonlinear exponential function begins, andey is the axial
strain~independent variable!. The nonlinear tangent Young’s
modulus is the derivative of Eq.~13! with respect to strain,

E5
dsp

dey
. ~14!

In the dynamic case, Eqs.~13! and ~14! are used in a
differential equation that also includes viscous losses. Titze
~1996!, using the classic Kelvin model@e.g., the lower part
of Fig. 4~a!#, defined a differential equation to represent an
arbitrary tissue with both an active~contractile! and a passive
component with parallel stiffnesskp , series stiffnessks , and
internal viscous dampingd. Titze defined the dynamic differ-
ential relationship betweeney and total axial stresssT as

tsṡT1sT5sp~ey!1Etpėy , ~15!

wherets is a series time constant,tp is a parallel time con-
stant,sp is the passive stress@Eq. ~13!#, and ė is the axial
strain rate. Work cycle losses in Eq.~15! are represented by
product terms, which include the time constants. The two
time constants are defined in terms of stiffness and damping
components.

ts5d/ks , ~16!

tp5d
kp1ks

kpks
. ~17!

Unlike passive-only tissue, muscle tissue can internally
generate stress, which then acts on the surrounding structure.
The active stresssa in a muscle is created from the force
generated by overlapping proteins~actin and myosin!; it is
dependent not only on strain, but also strain rate and activa-
tion ~a in percent: 0 to 100!. Wilhelms-Tricarico ~1995!
specified the active stress CE in product form,

sa5asmg~ ėy! f ~ey!. ~18!

FIG. 4. A model of the thyroarytenoid muscle bundle with cartilage on both
ends~shaded!: ~a! forces from our modified Kelvin fiber model superim-
posed on specific nodes in series to add viscous losses and contraction
forces; and~b! contraction of the modeled thyroarytenoid muscle bundle
with the dotted line depicting the initial position.
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In Eq. ~18!, sm is a constant defining the maximum contrac-
tile stress a muscle can produce. Functionsg( ėy) and f (ey)
depend on the strain rate and strain, respectively, and define
the nature of the active components of the muscle; the piece-
wise function g( ėy), adopted from Wilhelms-Tricarico
~1995!, is dependent on the strain rate and maximum strain
rate ėm ,

g~ ėy!5MaxF0,
ėy / ėm11

123ėy / ėm
G , ėy<0

5
9ėy / ėm11

5ėy / ėm11
, ėy.0. ~19!

The function f (ey), a stress–strain factor, is modeled as a
polynomial from experimental data~Titze, 1996!,

f ~ey!5Max@0,12b~ey2em!2#, ~20!

whereem is the strain at maximum contractile stress, andb is
a coefficient.

Internal contractile stress is related to active stress
through a differential equation that contains an empirically
derived internal contraction timet i ,

t i ṡ i1s i5sa . ~21!

The total stress within a fiber is now the internal active
stress,s i , added to the passive stress from Eq.~15!,

tsṡT1sT5sp1Etpėy1s i . ~22!

Equations~21! and ~22! then represent our complete modi-
fied Kelvin fiber model, which includes a muscle fiber’s ac-
tive and passive stress. This fiber model, used in conjunction
with the three-dimensional isotropic CE above, is the basis
for the three-dimensional fibrous tissues in the FEM postur-
ing model.

2. Material properties

Material properties~tissue-specific parameters from the
CEs! were listed in Tables I, II, and III. All vocal tissues in

the model were nearly incompressible,n50.47 ~0.5 being
theoretically correct for incompressible materials!. All tis-
sues were also assigned a densityr of 1.043 grams per cubic
centimeter, as measured by Perlman~1985! for laryngeal tis-
sue. Using Eq.~5!, Rayleigh mass and stiffness quantities
(a532.3 andb56.8731024) were calculated from the re-
ported median of twoz ranges (z50.15 at 30 Hz andz
50.3 at 140 Hz! ~Chan and Titze, 1998!.

Cartilage material was specified with a linearE of 30
MPa ~Li, 1995!. All other nonfibrous tissues were assigned
an E value of 20.7 kPa, as measured from canine laryngeal
muscle tissue at low strains~Alipour-Haghighi and Titze,
1991!. The fibrous TA muscle’s nonlinearE @Eq. ~14!# and
the time constants@Eqs. ~16! and ~17!# were obtained by
fitting the equation parameters to canine stress–strain data
~Fig. 5! ~Table II, from Titze, 1996!. The vocal ligament’s
nonlinearE was obtained from human ligament data in a
similar fashion~Min et al., 1995!. The optimization method-
ology for obtaining the fiber model parameters for all laryn-
geal muscles from laboratory data is the subject of an ongo-
ing study.

Active material properties were defined as those tissue-
specific parameters in Eqs.~18!–~22!. To obtain the TA
muscle parameters listed in Table III~Titze, 1996!, three
types of muscle data were needed:~1! a muscle’s twitch re-
sponse and tetanic contraction;~2! the contraction and relax-
ation times; and~3! the force–velocity and length–tension
relationships. Studies have focused on PCA contraction force
and timing ~Cooperet al., 1994! as well as IA, LCA, and
PCA contraction times~Alipour et al., in preparation!. Nev-
ertheless, of the five intrinsic muscles of the larynx, only two
~the CT and TA! have been sufficiently measured and quan-
tified so as to fully populate all of the parameters of the fiber
model~Titze, 1996; Alipour and Titze, 1999!. Therefore, the
LCA, IA, and PCA were assumed to have the same material
property parameter values as the TA but different anatomical
properties~e.g., length and orientation!. The fiber model pa-
rameters could be optimized to match any specific muscle if
the data were available; thus, as ongoing studies are com-

TABLE II. Passive material properties for the one-dimensional Titze~1996!
fiber model.

Equation Parameters description Symbol Ligament TA~canine!

13–15 Passive stress at resting lengths0 13 kPa 2 kPa
13–15 Scaling of exponential stress s2 45 kPa 55 kPa
13–15 Strain at zero stress e1 20.5 20.5
13–15 Strain at exponential stress e2 0.2 0.2
13–15 Exponential strain constant B 6.8 4.5

15 Parallel time constant tp 0.08 s 0.050 s
15 Series time constant t2 0.07 s 0.044 s

TABLE III. Active ~contractile! material properties for the one-dimensional
Titze ~1996! fiber model.

Equation Active parameter description Symbol TA~canine!

18 Maximum active stress sm 105 kPa
19 Maximum strain rate ėm 6.0 s21

20 Coeff. for active stress–strain b 1.07
20 Strain at max. active stress em 0.4
21 Activation time t i 0.0110.05ey s

TABLE I. General properties as needed by the finite element model.

Parameter description Symbol Cartilage Misc. tissue Ligament TA

Young’s modulus E 30 MPa 20.7 kPa See Table II See Table II
Poisson’s ratio n 0.47 0.47 0.47 0.47
Rayleigh mass a 32.3 32.3 32.3 32.3

Rayleigh stiffness b 6.8731024 6.8731024 6.8731024 6.8731024

Density r 1.043 g/cm3 1.043 g/cm3 1.043 g/cm3 1.043 g/cm3

Cross-sectional area A NA NA 5 mm2 63.8 mm2
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pleted, parameter values can be obtained and used to refine
the FEM posturing model.

D. Boundary conditions and constraints

Boundary conditions and constraints were used to sim-
plify the FEM solution and to capture the key mechanics of
abduction/adduction. The boundary conditions of the postur-
ing model ~shown in Fig. 6! consisted of four degree-of-
freedom constraints: the inferior~bottom! border in thez
direction (dz50) ~surface 1!; the posterior~back! border in
they direction (dy50) ~surface 2!; the shared medial border
~left! near the anterior commissure and posterior glottis in
the x direction (dx50) ~surface 3!; and the latero-anterior
border in all directions~thyroid cartilage,dx5dy5dz50)
~surface 4!. Next, the CAJ was modeled by a constraint along

a rocking–sliding axis~Fig. 6, dashed line!. The vocal fold’s
superior and medial surfaces were allowed to move freely.

A simple boundary constraint could not be easily formed
from the complex combination of tissues posterior to the
arytenoid cartilage~e.g., IA and PCA, ligaments, mem-
branes, and portions of the cricoid cartilage!. Therefore, the
back border~Fig. 6, surface 2! was padded with two milli-
meters of isotropic soft tissue, which allowed the arytenoid
to move with an effective soft tissue drag that simulated this
complex combination of tissues~Fig. 2, point H!. At this
back boundary~Fig. 6, surface 2!, the surface was con-
strained in the anterior–posterior direction (dy50).

The CAJ is essential to abduction/adduction posturing;
therefore, the model was designed to preserve the key move-
ment seen in the joint, a rocking–sliding motion~Selbie
et al., 1998!. This motion was captured by extending the
modeled arytenoid cartilage inferiorly beyond the anatomical
facet location and then constraining the extension with a
rocking–sliding axis. This axis was obtained from Selbie
et al., who calculated various joint axes about which the
arytenoid rocked and slid by analyzing the shape of the fac-
ets. From the reported orientation of the joint axes, a rocking
axis was calculated in terms of direction cosines for the right
half of larynx: l 50.609, m50.619, andn520.495. The
axis appeared about 4 mm below the human CAJ facet and
2.5 mm below the lowest TA fiber insertion point in the
posturing model.

E. Finite element implementation

A commercial FEM software package, ANSYS 5.7, was
used to construct the model and solve the FEM equations.
Key to the FEM implementation was simulating fibrous tis-
sues as a fiber–gel composite, which was created by super-
positioning fiber characteristics onto isotropic finite elements
through special subroutines written in the ANSYS Paramet-
ric Design Language. The ANSYStransientoption was used
to include time dependence; nonlinearities were solved via
the ANSYSNewton–Raphsonoption.

Modeling more than one type of these nonlinearities at a
time in FEM increases computational costs significantly. Vo-
cal fold posturing has not only large-strain geometric nonlin-
earities~i.e., large deformations!, but also material behavior
nonlinearities~e.g., stress–strain, as in Fig. 5!. Therefore,
computational costs greatly increase because, for a single
time step solution, multiple iterations are required for both of
these types of nonlinearities.

1. Fiber –gel implementation

Because of the complexity of the vocal fold posturing
model, a submodel of an isolated TA muscle was used to
show how fiber–gel was created. The same principles were
then employed by the larger posturing model to simulate
intrinsic vocal fold fibers.

The submodel was designed in ANSYS using 56 ele-
ments ~eight-node brick! with transient and Newton–
Raphsonoptions enabled. The geometry was a simple col-
umn @Fig. 4~a!# that measured 18 mm, the approximate
length of human male TA strands~Cox et al., 1999!; the
cross-sectional area was 12.25 mm2 ~2.5 mm to a side!,

FIG. 5. The passive stress–strain response for the canine thyroarytenoid
muscle. Shown are~1! measured cyclic~1 Hz! elongation data~solid line!;
~2! Titze fiber model response after being fit to data~dotted line!; and~3! the
piecewise stress–strain relation with no viscous losses~dashed line! repre-
senting the gel response.

FIG. 6. The three-dimensional vocal fold model divided into 1721 elements
with only surface element faces shown. Four surface constraints within the
model: ~1! inferior ~bottom! border,~2! posterior~back! border,~3! medial
border, and~4! latero-anterior~thyroid cartilage! border. The CAJ axis~dot-
ted line! is shown passing though the arytenoid cartilage~represented by the
dark outline!.
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slightly more than half the average reported TA area. Por-
tions of the thyroid and arytenoid cartilages were represented
by cartilage attachments~length of 1.8 mm! placed at the
ends of the muscle. These end elements were assigned ma-
terial property values, as specified in Table I. The cartilages
were sufficiently stiff so that superimposed fiber forces ap-
plied at the cartilage–muscle interface would cause negli-
gible deformations to the cartilage. The muscle elements
were designed with values from Table I; however, a nonlin-
ear Young’s Modulus@Eq. ~14!# ~Table II! was implemented
in a piecewise fashion using an ANSYS Material Table
~similar to the dashed stress–strain curve, Fig. 5!. Therefore,
if the submodel~currently only a gel! were cyclically elon-
gated at this point in its creation, it could not simulate the TA
work-cycle response~as seen in Fig. 5, solid!.

Fibrous characteristics were next added to the gel by
superimposing viscous losses and contractile properties onto
the lines of nodes~or solution points! parallel to the muscle’s
length. If any two adjacent nodes along one of these parallel
lines were examined, these nodes would represent the end
nodes of a single fiber model@Fig. 4~a!#. Fibrous character-
istics superimposed onto the two nodes were in the form of
forces calculated by the fiber model; these forces were al-
ways directed toward the adjacent node of the pair. Each of
the four outer edges of the rectangular TA muscle was de-
signed with fiber characteristics using ten fiber models in
series. Thus, the TA submodel had 40 fiber models oriented
in four lines, with the resulting forces superimposed on their
respective nodes.

Two steps were used to solve the TA submodel for a
given time increment. First, multiple Newton–Raphson itera-
tions were used in the FEM solution for the deformation of
the finite elements. Second, vector force magnitudes were
calculated by the fiber model from the resulting deformation.
These vector forces were added by~1! recording the new
fiber–gel node locations;~2! calculating the fiber strain and
strain history for each of the 40 small fiber models; and~3!
applying the losses and contractile forces to the nodes. How-
ever, because the finite element gel was constructed with
nonlinear~loss-free! passive properties~which were also ac-
counted for in the fiber model!, the forces applied to the
nodes had to be reduced by the amount of passive force
already in existence within the elements.

The differential equations of a single fiber model@Eqs.
~21! and ~22!# were solved by a fourth-order Runge–Kutta
routine, requiring a time sampling of approximately 1000 Hz
to be stable. In solving the TA submodel~consisting of FEM
equations and 40 fiber models!, the solution time sampling
was allowed to be variable in order to keep the overall solu-
tion stable while minimizing computational time; the average
time sampling was approximately 1100 Hz, with each time
sampling costing about one second of CPU time on an HP
B2600 workstation~i.e., one second of dynamic solution ex-
pended about 1100 s of CPU time!.

The TA submodel was verified by testing the muscle for
cyclic elongation~1 Hz! and contractile effects. The results
were as desired: the elongation’s resulting stress/strain curve
mirrored the fiber model~similar to Fig. 5!, and the contrac-

tion shortened and bulged the muscle appropriately@Fig.
4~b!#.

2. Posturing model implementation

With the TA submodel created and the fiber–gel com-
posite tested, the next step was to follow a similar pattern to
implement the larger posturing model in ANSYS. The vocal
fold’s geometry ~described in Sec. II B! was divided into
hexahedral elements and hexahedral-reduced forms~prism
and pyramid shapes! ~Fig. 6, only surface element faces vis-
ible!. The elements near the vocal fold margin were more
finely structured to show greater deformation detail because
they were of the most interest to future glottal shape studies.
All elements were assigned their respective material proper-
ties from Tables I–III.

Boundary conditions and constraints~described in Sec.
II D ! were implemented and applied to the nodes as degree-
of-freedom constraints. The CAJ’s rocking–sliding axis was
modeled using a constraint equation, which was assigned
only to those nodes that were both on this axis and within the
arytenoid’s extended region~below the actual CAJ facet!.
The constrained motion of the individual nodes then com-
bined to constrain the entire CAJ motion to a rocking–
sliding cylindrical path.

The PCA, IA, and LCA were treated as point forces
acting on the arytenoid~Fig. 7!. These point forces were
calculated from the fiber model using properties from Tables
I–III. Although the muscles were only point forces, a virtual
length was created by calculating the distance between the
point at which force was applied on the arytenoid and a fixed
point in space that represented the other end of the muscle
~based on known lengths and orientations! ~Table IV!. These

FIG. 7. The modeled arytenoid cartilage and fiber–gel composite volumes
~only the outer element faces are shown!. Three types of modeled fiber–
gels: TAM , TAV , and vocal ligament. Intrinsic adductor and abductor
muscles~PCA, LCA, and IA! attached near the muscular process. Dotted
vectors in the superior view represent the applied forces (x2y component
shown only! of these three muscles.
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virtual lengths changed with the motion of the arytenoid, by
which changes a strain and strain history could be calculated.

The vocal ligament and the TA muscle, both highly fi-
brous tissues intrinsic to the vocal folds, were designed as
fiber–gel composites. The vocal ligament was modeled in a
manner similar to the TA submodel discussed above, but
with its own parameters~Table I and II! and without active
properties. Its position was parallel to the vocal fold’s medial
edge ~Fig. 7, Volume 1!. The TAV ~Volume 2! and TAM

~Volume 3! were modeled as independent fiber–gel compos-
ites. The TAM fibers were oriented in a lateral direction,
while the TAV fibers were oriented medially~Table IV!.

As was done in the submodel, the total vector forces
~from the fiber model! in the TAM , TAV , and vocal ligament
had to be reduced by the amount of passive forces already
within their finite elements. The cross-sectional areas of the
TA fiber–gel in the posturing model~as shown in Fig. 7!
were smaller than in the reported literature~Table I!; there-
fore, the passive forces from the finite elements were smaller
than the total passive force that should be in the TA. How-
ever, because the fiber model already included the total pas-
sive forces, the applied vector forces could compensate for
these differences.

Like the TA submodel, the solution time sampling was
allowed to be variable to maintain stability in the posturing
model~consisting of 1721 finite elements with 168 superim-
posed fiber models!. The average time sampling was ap-
proximately 1500 Hz, with each time sample costing an av-
erage of 36 s of CPU time on an HP B2600 workstation~i.e.,
one second of a dynamic solution expended approximately
54 000 s of CPU time!.

F. Model solution with resulting postural movement
measures

Glottal angle, as well as its rate of change, was mea-
sured from the model. The glottal angle was chosen as the
output measure because it was the only absolute vocal fold
measure that could be obtained from humans by the standard
clinical endoscopic techniques used to understand vocal fold
motion ~Omori et al., 1997!. As only the right fold was mod-
eled, the glottal angle was defined as twice the angle between
the midline and the vocal process excursion with the anterior
commissure as the vertex. Locating precise glottal landmark
positions is difficult with endoscopic techniques; thus, varia-

tions were accounted for by using multiple landmarks from
the model to represent a range of potential anterior commis-
sure and vocal process positions. Two possible angle vertices
were used, the superior and inferior edges of the anterior
commissure@Fig. 2~b!, both arrows in point D#; also, two
possible vocal process positions were used, the superior edge
and the most medial point of the vocal fold at the model’s
vocal process (y50, at rest! ~point E!. Therefore, four dif-
ferent glottal half angles were calculated from five points:
two possible anterior commissure positions, two possible vo-
cal process positions, and the glottal midline.

III. RESULTS

A. Typical results

Each simulated muscle~i.e., IA, LCA, PCA, TAV , and
TAM) was contracted individually with 100% activation. As
previously discussed, the fiber model parameters were iden-
tical for all of these muscles, even though their anatomical
properties were not. The LCA muscle contraction~Fig. 8!
demonstrated a typical result of the four glottal angles and
angle rates of the other muscles~see all muscle results in Fig.
9!. When the LCA contracted, the top surface was deformed,
the vocal fold was no longer planar, and the medial surface
did not have the uniform curvature of the neutral position
@Fig. 8~c!# @see Hunteret al. ~in preparation! and Hunter and
Titze ~2004!, for a multimedia representation of the dynam-
ics#. After 100 ms of LCA contraction, the glottis had closed
approximately 12.5° from cadaveric@Fig. 8~a!#. Depending
on which landmark was used for the angle calculation, the
peak angular rate varied between2120° and2150° per sec-
ond and occurred at about 14.5 ms from LCA muscle acti-
vation @Fig. 8~b!#. The same three measures~the total change
in glottal angle from the initial or cadaveric position, peak
angular rate, and time to peak angular rate! were taken for
the other four muscles~Fig. 9!.

B. Validation

Three studies from the literature were used to validate
the model’s results. First, Hiranoet al. ~1988! found in a
study of 20 excised human larynges~10 male! that the maxi-
mum glottal angle opening for males was an average of 35°

TABLE IV. Anatomical properties of the canine abductor and adductor muscles~PCA, LCA, and IA! ~Mineck
et al., 2000! and human TA muscle: the direction cosines, lengths, and cross-sectional areas of each muscle. The
TA muscle fibers were grouped into five muscle bundles of nearly equal cross-sectional areas~TA total area
563.8 mm2), based on fiber measures as derived from multiple sources~as stated in the text!.

Fiber
direction

Direction cosines
Length
~mm!

Cross-sectional
areal m n

PCA 20.666 20.228 20.710 11.5 34.2 mm2

LCA 20.158 0.902 20.403 14.4 21.2 mm2

IA 20.692 20.627 20.358 9.4 12.1 mm2

TAV 20.187 0.932 20.222 16.6 22% of total
20.135 0.945 20.213 17.9 20% of total
20.129 0.963 20.169 17.8 20% of total

TAM 0.207 0.916 20.247 19.8 19% of total
0.288 0.9905 20.223 20.8 19% of total
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~calculated from the maximum simulated abduction!. The
model had a comparable average maximum glottal angle
opening of 31°~65!, as calculated by combining the results
of a LCA and PCA contraction~both measured as a change
from the cadaveric angle!. Second, the dynamic posturing
motions of each muscle in the model was nearly completed
in all cases at 150 ms. This duration was within the range
that Hillel ~2001! measured for most abduction/adduction
gesture durations~between 125 and 350 ms!.

Finally, and most significantly, Cookeet al. ~1997! used
an endoscope to examine the vocal fold kinematics prior to
various glottal onsets~e.g., breathy, normal, and hard!. Using
the published data provided in this study, the speed of glottal
closure could be extracted. The average beginning glottal
angle was 20° for the hard onset, which most likely had
100% LCA contraction. Cookeet al. found that the hard on-
set gesture duration was an average of approximately 0.1 s,
where the abduction gesture duration was the time it took for
the glottis to move from 80% to 20% maximum distance~or
60% total extent! and the gesture end was either glottal clo-
sure or phonatory onset. Assuming that the gesture end oc-

curred with a glottal angle between 0° and 5°, the total ges-
ture motion would be 15° to 20°. The result would be a
gesture extent of 9° to 12°, or 60% total extent3(15° to 20°
total glottal motion!. The average glottal velocity over a ges-
ture duration would then be 90° to 120°/s, or~9° to 12°
glottal extent!/0.1 s gesture duration.

Comparing Cookeet al. ~1997! to the posturing model,
80% to 20% of the maximum adductor motion~LCA con-
traction! occurred in about 0.08 s, with a gesture extent of
about 7.5°, or 60% total extent312.5° total gesture motion.
The average glottal angle velocity over the gesture duration
was then 94° per second, or 7.5°/0.08 s. Though the average
glottal velocity values were only approximate in both cases,
the posturing model did closely predict the speed of adduc-
tion seen by Cookeet al.

FIG. 8. Modeled lateral cricoarytenoid muscle contraction at full activity.
Contours of four glottal angle measures taken from different landmark lo-
cations shown to 0.1 s~a! glottal angle and~b! the corresponding glottal
angle rate~velocity!. The magnitude of deformation~c! of the model~shad-
ing! showing the topology change from the initial position. Dotted lines
represent edges at the initial position. The top of the vocal fold was de-
pressed, as seen on the side view.

FIG. 9. The average of all four possible glottal angles variants depict the
results of the individual 100% muscle contraction for 0.1 s:~a! the change in
the glottal angle from the cadaveric~initial! position; ~b! the peak glottal
angle rate; and~c! the time from contraction start to the peak glottal angle
rate.
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C. Posturing observations and insights

The current model provided three insights into
abduction/adduction. First, it is traditionally accepted that the
speed of vocal onset/offset gestures depends on differences
in the contractile times of laryngeal muscles. Pure physi-
ological studies of the intrinsic laryngeal muscles via fiber
typing experiments have suggested that the PCA should be
one of the fastest muscles in the laryngeal system~Malmgren
et al., 1985! and that the TA muscle should be even faster
~Teig et al., 1978; Guida and Zorzetto, 2000!. Although the
model did not dispute these histological findings, it did sug-
gest that the timing of abduction/adduction gestures and the
resultant speed from muscle contractions in this complex
multimuscle system is also affected by the passive mechanics
of the vocal folds. As each muscle was contracted individu-
ally, the modeled abduction/adduction gestures were most
sensitive to the PCA contraction, which resulted in the great-
est maximum angular speed and the shortest rise time to that
maximum speed when compared to the other muscles. The
laryngeal muscles in the model were designed with identical
material properties; therefore, the differences between the
response speed from individual muscle contractions were the
consequence of the anatomical and mechanical properties
and not the contractile properties.

Further, the model provided insights into the muscle’s
participation in opening and closing the glottis. Full glottal
opening in the model was accomplished by a PCA contrac-
tion, but full glottal closure was not accomplished by any
one muscle in isolation. The LCA came closest to closing the
glottis, and the TAM also closed it significantly. These find-
ings substantiated the study by Hillel~2001!, in which he
showed that the PCA could independently open the glottis
and that the LCA, IA, and TAM contracted simultaneously to
close the glottis.

The third insight provided by the model was that the
TAV and the TAM played different roles in abduction/
adduction, with the TAM significantly adducting the folds
and the TAV just slightly abducting the folds. These different
capabilities corroborate the statement by Sanderset al.
~1998! that the TA has more than one functionally different
compartment. Further, since the TA is connected to both the
thyroid cartilage and the arytenoid cartilage, it might be as-
sumed that the movement of the thyroid by the cricothyroid
joint ~CTJ! would strongly affect arytenoid motion and, thus,
abduction/adduction. However, the orientation of the TAV

and TAM ~Fig. 7! suggests that the CTJ, which elongates the
vocal folds primarily in the anterio-posterior direction~with
some vertical change!, would thereby elongate the TAV more
than the TAM . Thus, because the TAV plays little role in
abduction, and because the TAV and TAM had opposite ef-
fects on the glottal angle, the CTJ movement~acting prima-
rily through the TAV) should have little effect on abduction/
adduction. This finding substantiates and provides
mechanical insight into the observation of Woodsonet al.
~1998! that the cricothyroid muscle~CT! does not abduct or
adduct the vocal folds; the model validates this observation
because the only way for the CT to abduct/adduct the vocal
folds would be through the CTJ. It should be noted that
although the model shows that the TAV does not play a sig-

nificant role in abduction/adduction posturing, it does not
negate its role in shortening~via the CTJ! and in vocal fold
stiffening. Nevertheless, because these two types of postur-
ing were beyond the scope of the current abduction/
adduction study, they were not quantified and were left to
future studies.

IV. DISCUSSION

The goal of this research was to design a three-
dimensional, biomechanical model of laryngeal abduction/
adduction. Because of the potential for significant computa-
tional costs in creating such a model, certain simplifying
assumptions are necessary in order to make the solution
practical; nevertheless, it is crucial to balance this need to
simplify with the need to maintain those essential character-
istics that would otherwise invalidate the model. The current
model seemed to capture key characteristics of laryngeal
abduction/adduction in promising ways. The simplifications
used, however, did impose limitations that create opportuni-
ties for future research. Still, expanding the current model
beyond straightforward refinements~e.g., improved material
property values and differentiated muscle contraction times!
would increase the already significant computational costs of
the model.

A. Current limitations and future refinements

The posturing model was dependent on material prop-
erty data, including active and passive muscle behavior.
Much of this data was nonlinear~e.g., passive stress–strain
curves!; further, vocal folds often shorten 30% or elongate
50% from rest during some types of posturing. Therefore, it
would not be unusual for vocal tissues to be in their nonlin-
ear stress–strain region, where small changes in strain would
produce large changes in stress. When measuring the stress–
strain response of nonlinear tissue, an appropriate reference
length is often difficult to measure. Because strain is a func-
tion of elongation with respect to reference length, errors in
measuring the reference length might cause large misrepre-
sentations of a muscle’s passive stress.

These errors could be exacerbated by the prestrained
nature of vocal tissues, which have seldom~if ever! been
mentioned in literature when defining reference length. Perl-
man et al. ~1984! observed that thyroarytenoid muscles be-
came 22.5% to 41% shorter following dissection from viable
tissue samples; other laryngeal muscles showed similar pre-
strained effects. Therefore, prestrained fibrous vocal tissues
at equilibrium within the vocal system are already close to
their nonlinear stress–strain region. This issue is particularly
significant when modeling the vocal ligament, which has
been observed to be more nonlinear than other vocal soft
tissues~Min et al., 1995!. The posturing model used the liga-
ment data from Minet al., which did not mention prestrain-
ing or explain how the reference length, was defined. Given
the highly nonlinear nature of the ligament stress–strain
curve, misquantifying the prestraining could have had a large
effect on the model’s ability to predict the ligament’s contri-
bution to posturing. This limitation becomes particularly im-
portant if subsequent laboratory experiments confirm the pre-
liminary observations of vocal ligament prestrain~between
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40% and 50%!. Until the sensitivity to such errors is known,
the posturing model~as well as any other model depending
on muscle data!, is incomplete.

There are potentially many other ways to refine this
model. First, the force representation of the interarytenoid
muscle might not have been ideal and, thus, should be re-
fined. All laryngeal muscle forces~except the thy-
roarytenoid! were simplified to single vector forces acting at
a point on the arytenoid cartilage. The human interarytenoid
muscle has two parts, the transverse and oblique portions,
with the transverse part covering the entire posterior surface
of the arytenoid; however, the modeled interarytenoid was
based on a canine model that does not have these two por-
tions. Because the two human interarytenoid portions prob-
ably have different roles in posturing, the average of the two
may be quite different from the average canine interarytenoid
orientation.

This limitation might be addressed if future refinements
included multiple muscle fiber origin and insertion points for
the interarytenoid and muscles other than the already in-
cluded thyroarytenoid. The raw muscle bundle data studies
by Cox et al. ~1999! ~human and canine thyroarytenoid and
cricothyroid muscles! and Minecket al. ~2000! ~canine ab-
ductory and adductory muscles! have recently become avail-
able to the authors for further analysis~only the overall av-
erages were originally reported!. The future analysis of these
data will provide more details about the individual fibers,
rather than just the overall averages; these more complete
details would be beneficial to the community for use in mod-
els of the vocal folds. In addition, Selbieet al. ~2002! used
MRI scanning techniques to obtain three-dimensional human
laryngeal cartilage geometries; however, only landmark dis-
tances were reported. The eventual availability of a full da-
tabase of geometries and muscle strand measures from these
studies would accelerate the refinement and realism of the
FEM model.

Furthermore, the complex motion and properties of the
cricoarytenoid joint were simplified to a rocking–sliding
axis. Although the model captured most of the characteristics
of this joint, a rocking–sliding axis is only a first-order ap-
proximation and might not have optimally demonstrated the
interarytenoid muscle’s contributions to posturing. It is pos-
sible that the interarytenoid requires degrees of freedom for
the cricoarytenoid joint not represented by the rocking–
sliding axis. However, such a revision could not be imple-
mented without more experimental studies of movement re-
straints.

Future refinements of the model should also include mo-
tions other than abduction/adduction posturing, such as vocal
fold elongation via the cricothyroid joint. This inclusion
would nevertheless add a significant calculation time to an
already computationally intensive model unless appropriate
simplifications could be made. One possible simplification
would be to reduce cricothyroid joint motion to a single de-
gree of freedom like the rigid-body model described by Titze
et al. ~1988!. However, this simplification~which could only
elongate the folds! would not take into account the change in
the thyroarytenoid’s fiber direction~up and down! as the thy-
roid rotates with respect to the cricoid. Another option would

be to model the entire joint~e.g., thyroid cartilage, cricoid
cartilage, and surrounding structure! with finite elements.
Nonetheless, adding just the thyroid cartilage to the current
model would substantially increase the complexity of the
model because of the need to also address the structures and
tissues external to the thyroid, as well as their effects on the
thyroid ~e.g., tissue drag!. Therefore, this development was
left to a future study.

Another refinement might be to include the respective
behavioral differences of the laryngeal muscles. Of the
muscles used in this model, only the thryoarytenoid has been
sufficiently measured and quantified to fill all of the
modified-Kelvin fiber model parameters. The absence of
these property differences, however, might have caused some
overall misrepresentation of muscle effects. Nevertheless, a
necessary first step was to test the physical plant independent
of active muscle property differences. Currently, the muscle
properties of the lateral cricoarytenoid, posterior cri-
coarytenoid, and interarytenoid are being studied~Alipour
et al., in preparation!. Future versions of the model might
include differences in muscle contraction and relaxation
times.

B. Applications of the model

It is expected that future versions of the model could
have applications to vocal pathology and vocal training. For
example, one application would be to examine how mechani-
cal stress is distributed throughout the tissue for a given pos-
ture ~Gunter, 2003!. This would be particularly important in
studies of abnormalities in which stress is believed to be a
contributing factor~e.g., hyperadduction, bowing, and exces-
sive glottalization!. Another application might be to model a
scar or a tissue augmentation, for which the material proper-
ties or local volume could be selectively changed.

Finally, a future model could be used to improve phono-
surgical procedures. For example, the model could simulate
an arytenoid adduction or thyroplasty, which is used to me-
dialize a paralyzed vocal fold. An optimization might be at-
tempted to find out which technique~or combination of tech-
niques! would deliver the best vocal quality and answer two
important questions posed by Neumanet al. ~1994!: ~1! Does
variation in suture placement anterior to the thyroid cartilage
affect forward tilting of the arytenoid cartilage, thereby al-
lowing for a correction of vocal fold posturing at different
vertical levels?; and~2! how do other medialization proce-
dures~e.g., thyroplasties, where an implant pushes the vocal
folds medially! affect arytenoid movement?
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On the ability of a physiologically constrained area function
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An area function model of the vocal tract is tested for its ability to produce typical vowel formant
frequencies with a perturbation at the lips. The model, which consists of a neutral shape and two
weighted orthogonal shaping patterns~modes!, has previously been shown to produce a nearly
one-to-one mapping between formant frequencies and the weighting coefficients of the modes
@Story and Titze, J. Phonetics,26, 223–260~1998!#. In this study, a perturbation experiment was
simulated by imposing a constant area ‘‘lip tube’’ on the model. The mapping between the mode
coefficients and formant frequencies was then recomputed with the lip tube in place and showed that
formant frequencies (F1 andF2) representative of the vowels@*,Ç,É# could no longer be produced
with the model. However, when the mode coefficients were allowed to exceed their typical bounding
values, the mapping between them and the formant frequencies was expanded such that the vowels
@*,Ç,É# were compensated. The area functions generated by these exaggerated coefficients were
shown to be similar to vocal-tract shapes reported for real speakers under similar perturbed
conditions@Savariaux, Perrier, and Orliaguet, J. Acoust. Soc. Am.,98, 2428–2442~1995!#. This
suggests that the structure of this particular model captures some of the human ability to configure
the vocal-tract shape under both ordinary and extraordinary conditions. ©2004 Acoustical Society
of America. @DOI: 10.1121/1.1689347#

PACS numbers: 43.70.Bk@Al # Pages: 1760–1770

I. INTRODUCTION

The ability of the speech motor system to respond to a
perturbation or constraint imposed on some part of the vocal
tract is well known. In ‘‘everyday’’ experience it is not un-
common to observe talkers balancing the needs of speech
production simultaneously with some other demand on the
articulators. For example, speaking while clenching an object
between the teeth~e.g., pen, toothpick, etc.! requires articu-
latory patterns that differ from those of typical speech. Yet,
assuming the perturbation is not too extreme, speakers are
generally able to produce intelligible speech~although the
quality of the speech sound may carry information concern-
ing the nature of the perturbation!.

Articulatory compensation of this sort has often been
systematically studied with a perturbation paradigm. In such
experiments, some part of a talker’s articulatory system is
deliberately perturbed or constrained relative to the typical
manner of speaking. As an example, Lindblom, Lubker, and
Gay ~1979! showed that speakers quickly compensated
~within the first glottal cycle! for the imposition of a bite
block constraining the distance between the upper and lower
teeth, such that measured formant frequencies were nearly
identical to those in an unperturbed condition. Whether ex-
perimental or otherwise, imposed perturbations limit the me-
chanical range of motion of an articulatory structure and ap-

parently cause the speech motor system to alter the
movement of other articulatory structures so that appropriate
~or nearly so! acoustic characteristics are maintained.

Other investigations have considered constraints that
limited the possible cross-sectional areas within specific por-
tions of the vocal tract, rather than perturbation of a single
articulator. Sorokin, Olshansky, and Kozhanov~1998!
showed that laryngectomized patients, whose lower vocal
tracts were radically altered by surgery, could learn to pro-
duce vowels with formant frequencies nearly the same as
those recorded prior to the surgery. Similar results were re-
ported by Hamlet and Stone~1976, 1978!, who fitted speak-
ers with an oral prosthesis that altered the morphology of the
oral cavity. Speakers modified their speech production to
compensate for the change in vocal-tract shape. In these lat-
ter two cases, compensation occured on a much longer time
scale~about 1–2 weeks! than for a single articulator pertur-
bation, but speakers nonetheless found new articulation pat-
terns that produced the desired acoustic signals.

An experiment designed specifically to observe the re-
sponse of the entire vocal-tract shape to a perturbation was
reported by Savariaux, Perrier, and Orliaguet~1995!, hence-
forth referred to as ‘‘SPO95.’’ They made use of a small
Plexiglas tube to perturb the vocal-tract shape during produc-
tion of the vowel@É# of 11 native French speakers. The tube
imposed a constraint on the cross-sectional area of the vocal
tract at, and just posterior to, the lips. The task for each
speaker in the study was to produce the perturbed@É# as
close to their natural production as possible. The observa-
tions, based on midsagittal x-ray images and formant fre-

a!A preliminary version of this paper was presented at the 140th Meeting of
the Acoustical Society of America.

b!Electronic mail: bstory@u.arizona.edu
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quency analysis of audio recordings, showed that the speak-
ers fell into two distinct groups. The first group showed a
small amount of tongue displacement in response to the lip
tube. Consequently, the formant frequencies in this perturbed
condition were not effectively maintained near those of the
unperturbed@É# vowel. The second group adapted to the lip
tube by displacing the tongue posteriorly, causing the pri-
mary constriction location to be moved backward. This had
the effect of increasing the length and cross-sectional areas
of the front vocal-tract cavity. Acoustically, these modifica-
tions of the vocal-tract shape did reduce the difference be-
tween the formants in the unperturbed and perturbed condi-
tions, but did not achieve full compensation. Only one
speaker displaced the tongue body backward far enough to
fully compensate for the perturbation in terms ofF1 andF2;
however,F3 was significantly higher than in the unperturbed
condition.

While relatively simple in design, this lip-tube experi-
ment provides an ideal test case for the development of
speech production models that are intended to account for
and possibly replicate human speech. Guenther, Hampson,
and Johnson~1998! simulated the lip-tube perturbation with
their model of speech acquisition and production in order to
test its compensation abilities. Their model responded to the
lip tube by retracting the tongue to create a pharyngeal con-
striction, similar to the one subject in the SPO95 study who
achieved full compensation in terms ofF1 andF2. In gen-
eral, a model should be able replicate the extreme articula-
tions that humans can produce, even though most of the time
a speaker may opt for less extreme productions.

The focus of this paper concerns the control of formant
frequencies based on an area function model of the vocal
tract. Specifically, the interest is in modeling the systematic
deformation of the vocal-tract shape to appropriately position
the formant frequencies for vowel sounds, even under per-
turbed conditions. The model used in this study is based on
area functions obtained from magnetic resonance imaging
~Story, Titze, and Hoffman, 1996! and consists of a ‘‘neutral’’
shape and two orthogonal shaping patterns~called modes!
that are parametrically weighted to generate a wide range of
vowel shapes~Story and Titze, 1998!. Similar models have
been developed from factor analysis of midsagittal tongue
profiles obtained from midsagittal x-ray pictures~Harshman,
Ladefoged, and Goldstein, 1977; Maeda, 1990! or with prin-
cipal components analysis of area functions derived from
sagittal x-ray images~Meyer, Wilhelms, and Strube, 1989;
Yehia, Takeda, and Itakura, 1996!. In these models, 2–5 fac-
tors or components have been found to account for the ma-
jority of the variance, facilitating development of low-
dimensional models.

The present model has been used for mapping formant
frequencies extracted from natural speech to plausible time-
varying area functions~Story and Titze, 1998!, and for sug-
gesting some possible mechanisms of voice quality differ-
ences among speakers~Story and Titze, 2002!. But, it has not
been tested with regard to perturbations of the vocal tract.
That is, if a certain section of the vocal tract is somehow
constrained, can the parameters of the area function model be
altered so that a desired acoustic output is maintained? The

answer to this question has implications for assessing
whether this model is merely descriptive of the area function
set on which it is based, or if it is also potentially predictive
of humans’ abilities to configure the vocal-tract shape under
both ordinary and extraordinary conditions.

Toward this goal, a simulation was performed that par-
tially replicated the lip-tube experiment reported by SPO95.
The specific aim was to determine whether a reorganization
and extension of the control parameters of the area function
model would generate a response to the lip-tube perturbation
similar to those shown in SPO95. The paper will first briefly
review the formulation of the area function model and dem-
onstrate the relation between the model’s parameters and for-
mant frequencies. The simulation of the lip-tube perturbation
and subsequent compensation strategy will then be described
and compared to the results of SPO95.

II. AREA FUNCTION MODEL

The model used in this study specifies a vocal-tract area
function V(x) as

V~x!5
p

4
@V~x!1q1f1~x!1q2f2~x!#2, ~1!

wherex represents the distance from the glottis~Story and
Titze, 1998!. Thex-dependent terms on the right side of the
equation were empirically derived from a principal compo-
nents analysis~PCA! of a ten vowel set of area functions
acquired with magnetic resonance imaging~Story et al.,
1996!. The PCA was performed on the equivalent diameters
of the original ten area functions~see Story and Titze, 2002
for an explanation!; thus, the sum of the terms in brackets
represents a collection of diameters extending from the glot-
tis to the lips. The squaring operation and scaling factor of
p/4 converts the diameters to areas. TheV(x) is the mean
diameter function across the ten vowels andf1(x) and
f2(x) are the two most significant~in terms of variance
accounted for! orthogonal basis functions resulting from the
PCA. For purposes of this model, the basis functions are
referred to asmodes. These three functions are shown
graphically in Figs. 1~a!–~c!; thef1(x) andf2(x) have been
smoothed with eighth-order polynomials fitted to the original
basis functions. The coefficients of the modes,q1 and q2 ,
determine the vocal-tract shape, and their values for recon-
structing the ten vowel area functions are given in Fig. 1~d!.
Whenq15q250, the area function specified as (p/4) V2(x)
produces nearly evenly spaced formant frequencies, which
suggests it to be effectively a ‘‘neutral’’ vocal-tract configu-
ration. ConsequentlyV(x) is referred to as the ‘‘neutral’’
diameter function.

Vocal-tract length can also be varied. Under normal con-
ditions it is set to a constant value of 17.5 cm, but will be
extended during simulation of the perturbation in later sec-
tions.

The independent effect of each mode@Fig. 1~a! or Fig.
1~b!# on both the area function and the frequency locations
of the first two formants,F1 andF2, can be observed by
linearly increasing the numerical value of either mode coef-
ficient (q1 or q2) in incremental steps from its minimum to
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maximum value@see Fig. 1~d! for numerical values#, while
holding the other coefficient constant at 0. Area functions for
each step were generated with Eq.~1!, while corresponding
formant frequencies were determined by finding the promi-
nent peaks in the computed frequency response function
~Sondhi and Schroeter, 1987!. Figures 2~a! and~c! show area
functions that represent the extremes of the coefficient ranges
for each mode along with the neutral shape. Formant fre-
quencies are shown in Figs. 2~b! and ~d! as functions of the
respective coefficient value. The two modes similarly affect
F1 and oppositely affectF2. That is, asq1 increases from
25.17 to13.85,F1 increases from 300 to 744 Hz whileF2
decreases from 2184 to 1139 Hz. Whenq2 is increased from
22.68 to 2.31,F1 rises from 385 to 681 Hz, as doesF2,
increasing from 902 to 1832 Hz.

This relation between the mode coefficients and formant
frequencies is further exemplified by plotting, in a 2D plane,
the linear change of both mode coefficients, along with those
coefficient pairs characterizing the original vowels@Fig.
3~a!#. The corresponding formant frequencies are similarly
plotted in Fig. 3~b!. For illustrative purposes, the orientation
of the plots in both cases has been manipulated so that the
traditional articulatory vowel space~i.e., front at the left side,
high at the top! can be shown. The first mode is observed to
approximate a continuum extending from a high/front vowel
to one that is low/back, while the second mode, which is
orthogonal to the first, approximates a low/front to high/back
continuum. The physiologic relevance is that the modes
seem to capture the basic phonetic dimensions of the
tongue’s ability to deform the vocal tract into vowel shapes.

FIG. 1. Representation of an adult
male vocal tract with ‘‘modes’’ de-
rived from principal components
analysis:~a! first mode shapef1 ~dot-
ted line is the reflection of the solid
line!; ~b! second mode shapef2 ; ~c!
mean diameter functionV(x); and~d!
mode coefficients for reconstructing
the original ten vowels with Eq.~1!.

FIG. 2. Spatial and formant frequency
effects resulting from superposition of
the modes (f1 andf2) on the neutral
vocal-tract area function.~a! Case
where (q1 ,q2)5(25.17,0.0) ~thick!
and (q1 ,q2)5(13.85,0.0) ~thin!; ~b!
F1 and F2 formant frequencies that
result from a continuum ofq1 values
ranging from 25.17 ~left side! to
13.85 ~right side! while q250; ~c!
case where (q1 ,q2)5(0.0,22.68)
~thick! and (q1 ,q2)5(0.0,12.31)
~thin!; ~e! F1 and F2 formant fre-
quencies resulting from a continuum
of q2 values ranging from22.68 ~left
side! to 12.31 ~right side! while q1

50.
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However, because they were determined from area functions
spanning the entire length of the vocal tract, the modes must
necessarily contain contributions from the other articulators
as well as the tongue. Hence, each mode may be thought to
represent a coordination of the articulators that simplifies
control of the tract shape under normal speaking conditions.

The orthogonality of the modes allows each vowel to be
represented by a vector combination of the two mode coef-
ficient values~i.e., a coefficient pair in theq2 vs q1 plane! as
depicted in the figure. This suggests that a wide range of
possible vocal-tract shapes might be generated with other
vector combinations of the coefficients that did not exist in
the original ten-vowel set. Combining incremental values of
the mode coefficients throughout their respective ranges gen-
erates a matrix of coefficient pairs. Figure 4~a! shows an

80380 grid of 6400 coefficient pairs (q1 ,q2) based on the
ranges of coefficient values given in Fig. 1~d!. The solid dots
and dark connecting line indicate the coefficient pairs that
reconstruct the original ten vowels. For each coefficient pair
in the grid, an area function was created with Eq.~1!. For-
mant frequencies corresponding to each area function were
then determined by the same method mentioned previously.
The first two formants (F1 andF2) are plotted as pairs in
the formant ‘‘mesh’’ given in Fig. 4~b!. Note that for both the
coefficient and formant plots, the orientation of axes has now
been set so that values increase from left to right and from
bottom to top. At almost every point in this mesh, there is a
formant pair that uniquely corresponds to a coefficient pair in
Fig. 4~a!. The possible exception is along the upper border
where the density of the formant pairs becomes high enough
in some places that multiple sets of coefficients may produce
area functions with essentially the same formant pattern.
Nonetheless, the relation between the coefficient and formant
meshes effectively provides a nearly one-to-one mapping be-
tween formant frequencies and area functions@via Eq. ~1!#.

FIG. 3. Relation between theq1–q2 coefficient plane and theF1 –F2 for-
mant plane.~a! The solid and dashed lines represent the ranges ofq1 and
q2 , respectively. The coefficient pairs characterizing the original vowels are
shown with solid dots connected by the dotted line. The axes have been
rotated so that the traditional articulatory dimensions of vowels~high/low
and front/back! are represented.~b! Formant pairs represented along the
solid line correspond to those coefficient pairs along the solid line in~a!.
Similarily, the formants along the dashed line correspond to the dashed line
in ~a! and the formant pairs of the original ten vowels are indicated with
solid dots connected with the dotted line.

FIG. 4. Mapping of 6400 (q1 ,q2) coefficient pairs to the same number of
F1 –F2 formant pairs, where the solid circles represent the coefficients and
formant frequencies for the original ten vowels:~a! coefficient mesh;~b!
correspondingF1 –F2 mesh.
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III. SIMULATION OF A VOCAL-TRACT PERTURBATION

In this section, the experiment reported by SPO95 was
simulated, by imposing~numerically! the same lip-tube per-
turbation on the vocal-tract area function as they imposed on
real speakers. A coefficient-to-formant relation, like the one
shown in Fig. 4, was computed twice under the perturbed
condition. In the first,no strategy was used to alter the vocal-
tract shape in response to the perturbation, while for the sec-
ond, the minimum and maximum values for each coefficient
were allowed to exceed their original boundaries.

For practical reasons, the SPO95 study focused only on
perturbation of the vowel@É#. But, for the simulated experi-
ment described in this section, the computed relation be-
tween mode coefficients and formant frequencies allows for
a view of theentirevowel space@produced by Eq.~1!# under
both normal and perturbed conditions. Thus, vocal-tract
shape changes for any vowel can potentially be observed.

A. Lip-tube constraint without response

The area function model@Eq. ~1!# was constrained at the
lip end by setting the cross-sectional areas of the final 0.8 cm
of vocal-tract length to be 4.9 cm2. In addition, an extra sec-
tion of the same cross-sectional area and 1.2 cm in length
was added to the end of the vocal tract. Thus, the total lip-
tube length was 2.0 cm long and contributed an increase of
1.2 cm to the original vocal-tract length. These tube dimen-
sions are the same as those used by SPO95. The imposed lip
tube is demonstrated with the neutral area function
(p/4) V2(x) in Fig. 5~a!, where the area is constant between
16.7–18.7 cm from the glottis. The same tract shape is
shown in Fig. 5~b!, but as a ‘‘pseudo-midsagittal’’ projection.
This view is analogous to the anatomical perspective of a
real speaker in the midsagittal plane~Story, Titze, and Hoff-
man, 2001! and is generated by plotting each element of an
area function as a line of equivalent diameter perpendicular
to a profile of the vocal tract. This view will be used later to
demonstrate the compensatory responses to the lip tube.

Using exactly the same coefficient matrix as in the pre-
vious section@Fig. 4~a!#, but with the lip-tube perturbation in
place, a newF1 –F2 mesh was generated. Figure 6 shows
this new ‘‘perturbed’’ mesh overlaid on the original~also
shown are the formants of the original ten vowels!. An ap-
parent discontinuity is observed in the upper-left corner
where@{#-like vowels are produced. In these cases, the radia-
tion losses at the lips caused the bandwidths of the upper
formants to increase, obscuring theF2 peaks in the fre-
quency response. Thus, the peak-picking algorithm used for
determining the formant frequencies misinterpretedF3 as
F2. For the the main portion of the mesh, the one-to-one
mapping between coefficients and formant pairs is retained,
but the presence of the lip tube has compressed the range of
F2. In particular, the upper edge is lowered relative to the
original, due in large part to the increased vocal-tract length
imposed by the tube. This causes the original vowel formant
pairs for @,# and @Ä# to now fall outside the mesh, although
just barely. More significant, however, is the lower edge of
the mesh, along which the minimum values ofF2 are sig-
nificantly higher than those for any of the three vowels@*, Ç,
É# ~denoted with black dots!. Thus, these vowels can no

longer be adequately produced by Eq.~1! when the lip per-
turbation is imposed. Hypothetically, this is equivalent to a
speaker void of volitional effort to compensate for the lip
tube.

FIG. 5. The neutral vocal-tract shape shown with the lip-perturbation tube
~2 cm in length with cross-sectional area of 4.9 cm2). ~a! area function with
the lip tube;~b! pseudo-midsagittal plot of the neutral shape with the lip tube
in place.

FIG. 6. F1 –F2 grid that results when the lip tube is in placeand the same
set of modal coefficient pairs are used as in Fig. 4~a!. For comparison, the
original F1 –F2 grid is shown underneath with light dots. Note that the
lower border of the mesh has been moved upward such that@*, Ç, É# are no
longer within the vowel space. Also, the upper border has been moved
downward, leaving@,# and @Ä# just outside the new mesh.
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B. Lip-tube constraint with compensatory response

In this section, a strategy is presented that allows the
perturbed model@Eq. ~1! with lip tube# to generate new,
compensatory vocal-tract shapes capable of supporting for-
mant frequencies appropriate for the@*, Ç, É# vowels. To
respond to a perturbation such as the lip tube, it is assumed
that a reorganization of motor control commands to the
speech articulators is required. If successful, a modified
vocal-tract shape would result, producing formant frequen-
cies that are the same or nearly the same as those in the
unperturbed condition. In the area function model used here,
such a reorganization of control commands can be realized
by modifying the allowed magnitudes of the mode coeffi-
cients. In this sense, the coefficients serve as abstract ‘‘motor
commands’’ that activate the modes to shape or reshape the
vocal tract.

A simulated compensatory response was carried out by
allowing the mode coefficientsq1 and q2 to become more
positive and more negative than their original maximum and
minimum values, respectively. Accordingly, a new coeffi-
cient matrix~grid! was generated that is expanded relative to
the original, the boundaries of which can be seen as dashed
lines in Fig 7~a!. To highlight the increased ranges of both
coefficients, the boundaries of the original grid from Fig.
4~a! are also shown in the plot~as solid lines!. In this new
coefficient space, the rightmost~positive! q1 boundary is in-
creased by 50% while the left~negative! boundary was un-
changed. Forq2 , the magnitude of the lower~negative!
boundary was increased by 50%~making it a larger negative
value!, but the upper boundary was left the same as in the
original ~these amounts of increase or decrease were deter-
mined by preliminary simulations!.

The F1 –F2 mesh corresponding to the expanded coef-
ficient space is shown in Fig. 7~b!. The upper border of the
mesh, including the discontinuity in the upper-left corner, is
identical to that shown previously in Fig. 6~b!. This is ex-
pected since theq2 coefficient was not increased in the posi-
tive direction. However, even in preliminary simulations~not
shown! where the positive boundary ofq2 was increased, the
upper border of the mesh did not increase significantly in the
F2 direction. Apparently, the added length of the vocal tract,
due to the lip tube, imposes an upper bound onF2.

Of greater relevance to the vowels@*, Ç, É#, is the
change in the lower border of the mesh, whereF2 has been
decreased enough that the original formant pairs correspond-
ing to these vowels now also exist within the new vowel
space. In addition, the new mesh contains a ‘‘tail’’ in which
F1 andF2 could take on values as low as 0.3 and 0.6 kHz,
respectively. Thus, expanding the coefficient space has al-
lowed the vocal-tract shape to be compensated for the pres-
ence of the lip tube.

Coefficient pairs (q1 ,q2) specifically for the vowels@*,
Ç, É# are indicated in Fig. 7~a! for both the original and
perturbed/compensated cases. The arrows are suggestive of
‘‘routes’’ to compensation of the vocal-tract shape for each
vowel when the lip tube is introduced. In other words, under
normal speaking conditions the coefficient pairs given by the
open circles are appropriate for production of these vowels,
but when the lip tube is present the coefficient pairs must

be modified to those values represented by the solid dots.
New area functions for@*# and@Ç# were generated with

Eq. ~1!, but using the coefficient values specified by their
respective points in the expanded coefficient space. They are
presented in Fig. 8 as pseudo-midsagittal plots superimposed
with similar plots of the original vowel shapes. The compen-
sation of the vocal tract for both vowels consists of a de-
crease in the cross-sectional area within the midtract con-
striction ~located atLc in the figure!, and a slight expansion
of the pharynx. Note that in each case, the perturbed/
compensated vocal-tract shape generates the same values of
F1 andF2 as the original shape.

A new area function for the@É# vowel could be similarly
generated. However, to facilitate a more detailed comparison
to the results of SPO95, three possible compensations for the
@É# were explored, as indicated in Fig. 9. The first compen-
sation is the same one shown previously for@É# in Fig. 7, but
is now denoted as@Éa#. The other two compensations shown

FIG. 7. Mapping of coefficient pairs toF1 –F2 formant pairs whenq1 and
q2 were extended beyond their original limits.~a! The coefficient space in
which q1 ranged from25.17 to 15.77 andq2 from 24.03 to 12.31 is
indicated by the outer rectangle~dashed lines!, while the bounds of the
original coefficient grid from Fig. 4~a! are shown with solid lines.~b! The
F1 –F2 pairs corresponding to the expanded coefficient space. The original
vowel formants are shown with the thick line~and dots!, while the original
F1 –F2 grid is shown underneath. Note that the@*, Ç, É# are now fully
compensated.
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in the figure,@Éb# and@Éc#, were chosen to maintain nearly
the same value ofF1 but have progressively lower values of
F2. Typical frequencies forF1 of an adult male@É# vowel
tend to be between about 0.25–0.40 kHz, whileF2 has been
variously reported to range from 0.87 kHz to nearly 1.2 kHz
~Peterson and Barney, 1952; Hillenbrandet al., 1995; Lee,
Potamianos, and Narayanan, 1999!. In SPO95, the measured
values ofF1 andF2 in a normal speaking condition ranged
from 0.224–0.327 kHz and 0.601–0.768 kHz, respectively.
Thus, theF1 –F2 pairs chosen for the three cases@see the
upper-right corner of Fig. 9~b! for numerical values# roughly
span a typical range of formant frequencies for a male@É#.

From Fig. 9~a!, it can be seen that there is only a slight
difference in coefficient values for@Éa# and @Éb#. However,
increasingq1 from 22.82 to22.13 and decreasingq2 from
23.63 to 24.03 creates enough of a change in the tract
shape thatF2 drops from 1.02 to 0.86 kHz. For the@Éc#
compensation,q1 is increased to a value of15.77, whileq2

is similar to the other two cases. Such a large increase inq1

is the means by which a vocal-tract shape can be attained

that is capable of producing formant frequencies located on
the ‘‘tail’’ of Fig. 9 ~b!.

Area functions for each of the three@É# cases were gen-
erated with Eq.~1! using the coefficient values specified in
Fig. 9~a!. They are shown in Fig. 10 in pseudo-midsagittal
form and superimposed with the original@É# shape. In addi-
tion, a frequency response plot is presented for each case.
Relative to the original@É#, both @Éa# and @Éb# @Figs. 10~a!
and ~c!# result in vocal-tract shapes with a small posterior
shift in the location of the midtract constriction~i.e., fromLc

to Lc8) as well as a decrease in its cross-sectional area~at
Lc8). Both also have an expanded front cavity and slightly
constricted upper pharynx, although the changes are a bit
more extensive in the case of@Éb#. The frequency response
plots in Figs. 10~b! and ~d! reiterate the information already
presented in Fig. 9~b! for F1 andF2, but also show that the
upper formants,F3 andF4, are slightly higher in the com-
pensated conditions than the original vowel.

The vocal-tract shape produced in the@Éc# condition
@Fig. 10~c!# is radically different than either the original@É#
or the@Éa# and@Éb# conditions. Its prominent features are a
widely expanded oral cavity and severely constricted phar-

FIG. 8. Comparison of original~dashed line! and perturbed1compensated
~thick line! vocal tract shapes for* andÇ shown as pseudo-midsagittal plots.
The perturbed1compensated shapes were generated from the points indi-
cated for these vowels in Fig. 7~a!. Lc denotes the locations of minimum
cross-sectional area.

FIG. 9. Replot of the mapping of coefficient pairs toF1 –F2 formant pairs
shown in Fig. 7. However, three possible compensations for the@É# vowel
are shown with points marked withÉa , Éb , Éc . Note that pointÉc in
coefficient space requiresq1515.77 and corresponds to anF1 –F2 pair on
the ‘‘tail’’ of the mesh.
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ynx. In addition, the primary constriction location has been
moved from the posterior portion of the oral cavity (Lc), to
a point well into the upper part of the pharynx (Lc8). It is also
noted that the cross-sectional area atLc8 reaches a minimum
value of about 0.02 cm2, which is unrealistically small for a
typical vowel ~although see Storyet al., 1998, p. 475 for a
discussion of small measured cross-sectional areas! and
would likely give rise to turbulent sound generation
~Stevens, 1998!. This may represent a point at which the
model has been driven beyond reasonable limits and would
need to beadapted~i.e., modify the model itself! to accept
any further expansions in the coefficient space. However, as
will be seen in the next section, the@Éc# case still seems to

emulate an extreme compensatory response produced by one
of the speakers in SPO95.

The frequency responses of@Éc# and the original@É# are
shown in Fig. 10~f!. The F1 andF2 for @Éc# are located at
0.32 and 0.64 kHz, respectively, as has already been indi-
cated in Fig. 9~b!. While this compensation significantly low-
ersF2 relative to the other cases,F3 is observed to increase
by more that 1 kHz. This drastic increase in the third formant
is an apparent ‘‘cost’’ of choosing a coefficient pair that cor-
responds to the ‘‘tail’’ in theF1 –F2 space.

In Fig. 11,F3 is added as a third dimension to the for-
mant mesh@i.e., Fig. 9~b!#. The first plot @Fig. 11~a!# is a
perspective view showing all threeF1, F2, andF3 dimen-

FIG. 10. Comparison of original and
perturbed1compensated vocal-tract
shapes for@Éa#, @Éb#, and@Éc# shown
as pseudo-midsagittal plots. The
perturbed1compensated shapes were
generated from the points indicated in
Fig. 9~a!. Also shown are the corre-
sponding frequency response func-
tions. ~a! Original @É# ~dashed line!
with @Éa# ~solid line!; ~b! frequency
responses corresponding to the two
shapes in~a!. ~c! Original @É# ~dashed
line! with @Éb#; ~d! frequency re-
sponses corresponding to the two
shapes in~c!. ~e! Original @É# ~dashed
line! with @Éc#; ~f! frequency re-
sponses corresponding to the two
shapes in~e!.
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sions, whereas the second@Fig. 11~b!# is a rotated view in-
dicating onlyF3 versusF1. In either case, a large increase in
F3 is assured for any point on the tail of the mesh. Hence,
within the constraints of the model defined by Eq.~1! and the
lip-tube perturbation, anF2 value less than about 0.85 kHz
can only be attained by allowingF3 to move upward in
frequency.

C. Comparison to the results of Savariaux et al.
„1995…

Midsagittal tracings of the vocal tract were shown for
several speakers in SPO95, where each one was representa-
tive of a different degree of compensation for the lip tube.
Two sets of these tracings are reproduced in Fig. 12, where
the normal production of the@É# vowel is indicated with a
dashed line and the perturbed versions are shown with solid
lines @note that these are from the last repetition in their
experiment~condition PL!#. For both cases, the midtract con-
striction in the perturbed condition is located at a pointLc8
that is posterior and inferior to the constriction locationLc in
the normal condition. Additionally, the oral cavity is widened

in the perturbed condition. However, the speaker in Fig.
12~a! ~SPO95’s subject MP! did not move the constriction as
far back or reduce its cross-sectional area to the same degree
as did the speaker in Fig. 10~b! ~their subject OD!. As can be
seen in Fig. 10~c!, MP’s adaptation was only partially suc-
cessful in keepingF1 andF2 at frequency values similar to

FIG. 11. The same formant vowel space as previously shown in Fig. 9~b!,
but including the third formant (F3) as an additional dimension. In this
view, F3 is observed to significantly increase whenever anF1 –F2 pair is
chosen on the tail of the mesh@see Fig. 10~b!#. ~a! Perspective view with
F1, F2, andF3; ~b! F3 vs F1.

FIG. 12. Adaptation of midsagittal tracings reported in SPO95, where the
vocal-tract shape under normal production of the@É# vowel is indicated by
dashed lines and the perturbed condition~denoted PL in their study! by solid
lines.~a! Subject MP;~b! Subject OD;~c! Formant pairs plotted in theF2 vs
F1 plane for each subject’s production of the normal~open circle! and
perturbed/adapted~solid circle! @É#.
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the normal@É# vowel, sinceF2 was still nearly 170 Hz too
high. OD’s adaptation was extensive enough to essentially
produce a full compensation for the lip tube in terms ofF1
andF2; however,F3 ~not shown! was about 350 Hz higher
than in the normal condition~SPO95, p. 2432!.

These results for these real speakers mirror those pre-
sented in the previous section that were produced by the area
function model. Specifically, the compensatory tract shape
changes in Figs. 10~a! and~c! may be considered somewhat
analogous to the speaker MP. The places of constriction are
similar in both the real and modeled cases. However, the
degree of constriction produced by the speakers appears to
be less severe than for the modeled versions, perhaps ex-
plaining why MP’sF1 andF2 were only partially compen-
sated.

The more extensive vocal-tract modification in Fig.
10~e! suggests similarities to SPO95’s speaker OD because
both have tight constrictions, almost excessively widened
oral cavities, and fully compensatedF1 andF2 frequencies.
Furthermore,F3 for both the modeled compensation and
speaker OD are higher than in a normal@É# production. Also
noteworthy is that during the collection of audio data in the
SPO95 experiment, the speakers were allowed 21 trials of
@É# production following the placement of the lip tube. Dur-
ing this process speaker OD maintained a nearly constantF1
while F3 was allowed to be consistently higher than in the
normal condition. But, unlike any of the other speakers,F2
oscillated above andbelow the normal value throughout the
trials ~SPO95, p. 2440!; the final value ofF2 was slightly
below the normalF2. This seemingly inconsistent behavior
would perhaps be expected if a speaker’sF1 –F2 vowel
space under perturbed conditions was similar to Figs. 9~b!
and 11. That is, the variation inF2 over the course of many
trials may be due to the speaker choosing between a location
on the tail portion~e.g.,@Éc#) or some point above it in the
main body of the mesh~e.g.,@Éb#). Moving back and forth
between these two points would create drastically different
vocal-tract shapes, forcingF2 to change in a stepwise man-
ner, whileF1 could potentially be left nearly unchanged~as
OD seemed to do!. However, according to Fig. 11,F3
should also oscillate as the tract shape shifts from@Éb# to
@Éc#. This behavior is not apparent in the SPO95 data.

IV. DISCUSSION

The results of this study have shown that an area func-
tion model of the vocal tract based on two orthogonal shap-
ing components~modes! can compensate for a perturbation
to maintain a desired pattern of formant frequencies, at least
in terms ofF1 andF2. Furthermore, the shapes of the vocal
tract produced by the model in the perturbed/compensated
conditions are representative of previously reported tract
shapes of real speakers under similar conditions. What seems
to be significant is that the model itself did not require any
modification, only the polarity and magnitude of the weight-
ing coefficients for the modes needed to be changed in order
to carry out the compensation. However, because of the
small cross-sectional areas ('0.02 cm2) state produced in
the constriction for the compensated condition, it could be
argued that the model was driven beyond reasonable limits.

Perhaps so, but to keep this study relatively simple, it is
noted that the model was constrained to maintain the same
tract length for all of the perturbed conditions. Thus, the
compensation ofF1 andF2 had to originate entirely from
modifications of cross-sectional areas. In contrast, the mid-
sagittal tracings in SPO95 suggest that localized length
changes may have occurred near the laryngeal end of the
vocal tract as the speakers attempted to compensate for the
lip tube. Hence, some of the compensation may have been
provided by lengthening the vocal tract, easing the necessary
severity of the constriction area. While a more accurate
simulation would include such effects, the similarities of the
results in the present study and those from SPO95 nonethe-
less suggest that the modes capture at least some aspects of
vocal-tract shaping that carry beyond normal speech.

To the degree that these orthogonal modes capture basic
movement patterns of thetongue, the results are similar to
several studies of lingual articulation for vowels. An analysis
of electromyographic signals recorded during vowel produc-
tion ~Maeda and Honda, 1994; Honda, 1996! showed that the
action of two antagonistic muscle pairs, hyoglossus~HG!–
genioglossus posterior~GGp! and styloglossus~SG!–
genioglossus anterior~GGa! coincided with tongue-shaping
characteristics observed in midsagittal x-ray images that ap-
pear to be analogous to the modes in the present study. The
HG–GGp pair was shown to be responsible for a tongue
position that is either front/high or back/low, similar to the
effect of the first mode on the vocal-tract shape and corre-
sponding formant frequencies~see Fig. 3!. The back/high or
front/low tongue positions were generated by the SG–GGa
pair, analogous to the second mode.

However, the modes on which the current model is
based were derived from an analysis performed on area func-
tions measured directly from 3D images of theentire vocal
tract rather than midsagittal tongue profiles. Thus, the spatial
characteristics accounted for by these two modes suggest that
they may represent some type of coordinative structure or
synergy for which constraints between muscles are estab-
lished, allowing for motor control in terms of functional
units rather than individual muscles~e.g., Kelso, 1995;
Löfqvist, 1997!. Hence, if each mode is considered to be a
functional unit of learned muscle synergies that efficiently
and uniquely affects the acoustic properties of the vocal tract,
then perhaps it follows that they could be more or less ‘‘ac-
tivated’’ to alter the tract shape to meet some acoustic need.
Under normal speaking conditions, the levels of activation
would be tightly linked to their acoustic consequences via a
mapping like the one shown in Fig. 4. Under conditions of
vocal-tract perturbation, a new mapping is established that
links exaggerated activation patterns to acoustic conse-
quences that are as similar as possible to those in the normal
condition. But, as suggested above, the structure of the func-
tional units~modes! need not change, just the level of acti-
vation. Of course, if the perturbation is excessive, the func-
tional units~i.e., the model for the present study! may need
to be modified as well.
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V. CONCLUSION

The main question posed in this study was to determine
whether the area function model specified by Eq.~1! could
be made to compensate for a lip-tube perturbation by modi-
fying only the control parameters of the model and not its
underlying structure. The results suggest that, indeed, the
model can compensate by changing only the weighting co-
efficients of each mode, albeit to values that are well beyond
those in the normal conditions. The compensated vocal-tract
shapes were also shown to be similar to those produced by
real speakers~SPO95!, suggesting that the model is poten-
tially predictive of humans’ abilities to configure the vocal-
tract shape under both ordinary and extraordinary conditions.
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I. INTRODUCTION

A perennial challenge in speech production research is
the ability to examine real-time changes in the shaping of the
vocal tract. These deformations in the vocal tract serve two
critical functions in speech production:~1! Creation of supra-
glottal sources through the coordination of appropriate ar-
ticulator configurations and aerodynamic conditions, and~2!
acoustic filtering of the laryngeal and supraglottal sources by
actively modifying the shape of the vocal tract to produce
distinctive spectral patterns for the different speech sounds.
Hence, spatiotemporal information about speech movements
is critical not only to understanding and modeling the speech
production process but also to a thorough understanding of
speech acoustics. Many approaches are available to the re-
searcher for obtaining information about the rapid and com-
plex movements of the mouth and face that participate in
creating speech sounds—e.g., electropalatography~EPG! to
examine linguapalatal contact, point-movement tracking
~e.g., x-ray microbeam, magnetometry! for dynamic oral in-
formation, or ultrasound for examining tongue-surface con-
tours in the mouth and pharynx. However, none of these

techniques yields real-time moving images of articulators
along the entire length and diameter of the vocal tract.1 We
report for the first time a novel high speed MRI technique for
imaging the moving vocal tract in real time.

A. Prior work on dynamic imaging

Cine x-ray techniques had been popular in speech re-
search to obtain lateral~midsagittal! images of the vocal tract
~Fant, 1960; Delattre and Freeman, 1968; Perkell, 1969; Sub-
telny et al., 1972; Giles and Moll, 1975!. Cross-sectional
vocal-tract areas~area functions! were estimated from these
midsagittal images for acoustic modeling. The use of such
radiographic techniques has declined significantly, mainly
due to the radiation risks involved. Computer-aided tomog-
raphy ~Kiritani et al., 1977! is capable of yielding cross-
sectional information but still suffers from radiation risks and
relatively low speed of imaging. Ultrasound and MRI have
proved to be viable alternatives for such investigations.

Ultrasound provides an acceptable means of studying
tongue shapes and movements during speech production
~Stone, 1990!. The technology is safe and noninvasive, and
the imaging speed is suitable for studying the dynamics of
speech production. However, the entire vocal tract cannot be
studied at once by this method. Moreover, due to the pres-
ence of the airway above the tongue, the palate cannot be
imaged, while due to the presence of air space below, the
tongue tip/blade cannot be successfully captured. Neverthe-

a!Portions of this work were presented at the 2003 Nashville meeting of the
Acoustical Society of America@Narayananet al., J. Acoust. Soc. Am.
113~4,2!, 2258~2003!#.

b!Now affiliated with the USC Department of Electrical Engineering.
c!Electronic mail: dbyrd@usc.edu.
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less, modified ultrasound techniques have helped to further
the understanding of the 3D model of tongue, either by using
multiple scanning procedures~Watkin and Rubin, 1989! or
by using other parallel instrumentation measurements such
as x-ray microbeam~Stone, 1990! or palatography~Stone
et al., 1992!.

Magnetic resonance imaging~MRI! is a powerful tool
for obtaining vocal-tract geometry data and does not involve
any known radiation risks. The images have good signal-to-
noise ratio, are amenable to computerized 3D modeling, and
provide excellent structural differentiation. In addition, the
tract ~airway! area and volume can be directly calculated.
The low image-sampling rate, however, has largely limited
MRI to the study of sustained speech sounds, corresponding
to ‘‘static’’ tract shape~Baeret al., 1991; Greenwoodet al.,
1992; Moore, 1992; Sulteret al., 1992; Danget al., 1993;
Narayananet al., 1995; Story, 1995; Narayananet al., 1997;
Alwan et al., 1997; Ong and Stone, 1998, Narayananet al.,
1999!. Some of these studies used multiple repetitions of an
utterance to reconstruct the 3D volume of the vocal tract
images from static postures. These data have been valuable
in providing hitherto unknown details of the 3D vocal-tract
morphology and interspeaker variation during speech pro-
duction. MRI data have also been used to improve models of
the acoustics of speech sounds including vowels~Story
et al., 1996!, liquids ~Bangayanet al., 1996; Espy-Wilson
et al., 2000!, and fricatives~Narayanan and Alwan, 2000!.

In the past few years, improvements in temporal resolu-
tion have allowed MRI to move from being limited to imag-
ing static postures~Mády et al., 2001, 2002; Demolinet al.,
2000!. Progress toward increased temporal resolution in MR
imaging is challenged by issues related to poor signal-to-
noise ratio~SNR! and susceptibility artifacts when fast im-
aging protocols, such as fast gradient echo techniques and
echo planar imaging, are involved. At this point, it is worth-
while to clarify the use of the termsdynamicMRI and real-
time MRI in the present article. We use the termdynamicto
refer to the creation of images from an actively articulating
subject, rather than a static postural source. We reserve the
term real-timeMRI to refer specifically to directly capturing
or acquiring moving image data in real time. That is,dy-
namic refers to the source,real time to its acquisition.

The dynamic MRI technique~Foldvik et al., 1993! pro-
vides a way to capture valuable kinematic information. It
relies on gated scanning on numerous repetitions of the same
speech sequence to reconstruct the impression of articulatory
movement in time. Note that the reconstructed sequence is
drawn from across several repetitions. Using a multiplanar
dynamic MRI technique, Shadleet al. ~1999! formed
pseudo-time-varying images of the vocal tract using a simul-
taneously recorded audio signal and the scanned images ac-
quired while an utterance is repeated. The technique showed
positive results in terms of getting fairly accurate volumetric
measurements of area functions and tongue volumes.

In the challenging area of real-time MRI in which mo-
tion is imaged directly, Demolinet al. ~2000! have shown
significant improvement towards real-time MRI for speech
production by the use of an ultrafast implementation of turbo
spin echo sequence~TSE! with an acquisition speed of about

4 images/second for a single plane. This initial work on real-
time MRI and work by Ma´dy et al. ~2002! was promising
and worth further investigation.

While these MRI advances represent a significant im-
provement in the quality of information that could be at-
tainted about changes in tongue, lip, and velum positioning
over time, they are still not close to the temporal resolution
necessary for capturing the dynamic characteristics of tongue
movement, which demands aminimal sampling rate on the
order of 20 Hz. Such high MR imaging rates present signifi-
cant technical challenges. We present one approach to dy-
namic real-time MR imaging that successfully addresses
these challenges.

II. TECHNICAL DESCRIPTION

Real-time MRI has been developed for several applica-
tions including cardiac imaging, abdominal imaging, and in-
terventional imaging, which also demands a high temporal
resolution for tracking a moving structure~Kerr et al., 1995;
1997; Santoset al., 2002; Nayaket al., 2001!. We pursue
real-time imaging of the upper airway, which for speech also
requires high spatial and temporal resolution and resilience
to image artifacts. We utilized gradient echo imaging with a
fast interleaved spiral acquisition strategy. On a conventional
1.5-T imager with high-speed gradients, we were able to ac-
quire images with 110-ms temporal resolution. Critically, this
allows effective reconstruction rates of 24 frames per second
using a sliding window technique.

A. Experimental methods

Experiments were performed on a GE Signa 1.5-T sys-
tem with gradients supporting 40-mT/m amplitude and 150-
T/m/s slew rate and receiver capable of 4-ms sampling
~6125-kHz receiver bandwidth!. A generic head coil, not
specially adapted for vocal-tract imaging, was used in all
studies. The institutional review board of Standford Univer-
sity approved the imaging protocols, and each subject was
screened for magnetic resonance imaging risk factors and
provided informed consent in accordance with institutional
policy.

Sequences were implemented within a custom real-time
imaging ~RTI! framework previously described~Kerr et al.,
1995; Santoset al., 2002!. Interactive control, continuous re-
construction, and display of images were performed on a
workstation adjacent to the scanner.

B. Pulse sequence design

Previous approaches to imaging the upper airway in the
vocal tract have been limited to standard 2DFT~two-
dimensional Fourier transform! and 3DFT sequences~Shel-
lock et al., 1992!. These techniques produce good quality
static images but are not efficient enough to capture dynamic
events. For rapid imaging of the upper airway~UA!, we fo-
cused on using the spiral readout scheme for accelerating
acquisition. Spirals are an alternative scheme for sampling
the spatial frequency domain~k-space!, in which data are
acquired in a spiraling pattern. Twenty interleaved spirals
together form a single image. Spirals are highly time effi-
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cient ~Meyer et al., 1992; Nayaket al., 2001! and have ex-
cellent motion properties~Nishimuraet al., 1995!, as com-
pared to the widely used 2DFT Cartesian approach. Their
main limitation is blurring due to off-resonance. This is a
particular problem in the UA because the difference in mag-
netic susceptibility between air and tissue~Schenk, 1996!
causes large amounts of off-resonance near to air–tissue in-
terfaces. The amount of blurring experienced in spiral imag-
ing is proportional to the amount of phase that accrues dur-
ing each readout. To mitigate this effect, we used extremely
short 2.4-ms readouts.

The pulse sequence is shown in Fig. 1~A!. A 640-ms

excitation is followed by 2.4-ms readouts and a gradient
spoiler. The total TR is 5.5 ms. Twenty interleaves are re-
quired to achieve 1.8-mm resolution over a nominal 20-cm
FOV ~field of view!. A slice thickness of 5 mm was used.~It
should be noted that a 3-mm slice thickness would be pos-
sible with the same pulse sequence but with a sacrifice in
SNR.! In our studies, a 30-cm FOV was used to prevent
aliasing artifacts from the large volume captured by the head
coil. This resulted in an effective in-plane resolution of 2.7
mm. Complete images were acquired every 110 ms, and
were reconstructed at 24 frames per second using a sliding
window ~Holsingeret al., 1990!. A schematic representation
of this procedure is given in Fig. 1~B!. Basically, this means
that while each image is acquired over 110 ms, since data for
each image are acquired in pieces, images can be recon-
structed more often as portions of the frequency-domain data
are updated.

III. EXAMPLE STUDIES

Two subjects~SN and KN! were recorded in a prelimi-
nary study producing normal speech using this protocol. The
pulse sequence used is that given in Fig. 1. Study 1, in which
both subjects participated, included English sentences vary-
ing the syllable position of /n, r, l/. Study 2, in which only
SN participated, included sentences in Tamil varying among
five liquids. This dataset matches that of a point-movement
tracking study found in Narayananet al. ~1999!.

Results show clear imaging of the entire vocal tract and
real-time movements of the lips, tongue, and velum. Seg-

FIG. 1. ~A! Pulse sequence used in real-time upper airway imaging. A
1.4-ms slice selective excitation~640-ms rf! is followed by a 2.4-ms spiral
readout, and gradient refocusing in X and Y, and crushing in Z. The TR is
5.5 ms. Twenty interleaves are used to achieve 112 pixels over a nominal
20-cm FOV~30-cm FOV was used in most studies!. Complete images are
acquired every 110 ms, and were reconstructed at 24 frames/s using a sliding
window. ~B! Acquisition timing. In spiral imaging, the frequency domain is
sampled using spiral-shaped trajectories~top!. Twenty interleaved spirals are
required to form a single image. In dynamic real-time imaging, we continu-
ously reacquire these 20 interleaves~middle!. Each image is based on 110
ms of acquired data; however, using sliding window reconstruction, images
can be reconstructed at a higher rate as new interleaves become available
~bottom!. Note that motion within the 110-ms window will result in motion
artifacts and/or blurring.

FIG. 2. The@l# constriction in ‘‘Say pea leap again;’’ the real-time MRI
movie can be downloaded at sail.usc.edu/production/rtmri/jasa2004.

FIG. 3. The@l# constriction in ‘‘Say peal leap again;’’ the real-time MRI
movie can be downloaded at sail.usc.edu/production/rtmri/jasa2004.

FIG. 4. The@n# constriction in ‘‘Say bean knee again;’’ the real-time MRI
movie can be downloaded at sail.usc.edu/production/rtmri/jasa2004.
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mental durations, positions, and interarticulator timing can
all be quantitatively evaluated. Sample movies and data
analysis strategies are presented below.

A. English sonorants

The sentences used in Study 1 include
‘‘Say——again.’’
pea leap, peal heap, peal leap, peal-y, pea reap,
pier heap, pier reap, peer-y, be knee, bean he, bean
knee, bean-y

Captured frames from movies of the moving vocal tract for
three sentences are presented~see Figs. 2–4! and files of the
entire real-time movie for each can be downloaded at
sail.usc.edu/production/rtmri/jasa2004.

B. Tamil liquids

The sentences used in Study 2 to examine liquid conso-
nants in Tamil embed stimuli of the sort ‘‘pali’’@sacrifice#,
‘‘paMi’’ @nonce#, ‘‘paÐi’’ @blame#, ‘‘pari’’ @horse#, and ‘‘parIi’’
@pluck# in a frame utterance; the full set of sentences and a
phonetic description can be found in Narayananet al.
~1999!. Captured frames from movies of the moving vocal
tract for the first three consonants given above are presented
in Figs. 5–7, and files of the entire real-time movie for each
can be downloaded at sail.usc.edu/production/rtmri/jasa2004.

It is noteworthy that Movie 5 indicates the temporal as
well as spatial extent of the retroflex constriction and release.
In Fig. 8, a selection from this movie is presented to allow
for the inspection of the vocal-tract shape changes over mul-

tiple frames simultaneously. It indicates that the tongue tip
curling for the retroflex lateral in@paMam# begins well before
the precedinglabial closure is achieved.

IV. SKETCH OF ANALYSIS CHALLENGES

The method presented above promises to generate vast
amounts of data that need to be processed efficiently and
effectively. This opens up a number of data analysis
challenges.

A. Data segmentation and validation

We hope to replace the current laborious process of
hand-segmenting the image data to identify areas of linguis-
tic interest by an automated,data-drivenprocess. A first goal
is to enable automatic methods for extracting relevant re-
gions of interest from the image sequences. Our ongoing
work focuses on methods to automatically segment and track
the real-time MRI data using Kalman snakes and optical flow
~Kass et al., 1987; Cooteset al., 1994; Gautama and van
Hulle, 2002!. At this time, this has allowed us to quantita-
tively track events during articulation; for example, the open-

FIG. 5. The Tamil retroflex@M# constriction from ‘‘...paMam;’’ the real-time
MRI movie can be downloaded at sail.usc.edu/production/rtmri/jasa2004.

FIG. 6. The Tamil@l# constriction from ‘‘... palam;’’ the real-time MRI
movie can be downloaded at sail.usc.edu/production/rtmri/jasa2004.

FIG. 7. The Tamil @Ð# constriction from ‘‘...paÐam;’’ the real-time MRI
movie can be downloaded at sail.usc.edu/production/rtmri/jasa2004.

FIG. 8. An example sequence for ‘‘...paMam...’’ with 41.7 ms between
frames. The middle panel in the top row shows the beginning of tongue tip
curling toward forming the retroflex lateral; the maximal tongue retroflexion
can be seen in the first panel of row 3. Note the formation of the word-initial
and word-final labials are also marked in the middle frames of rows 2 and 4,
respectively.
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ing and closing of the velic port was detected based on a
edge detection and linking method. We present a preliminary
movie ~frame captured in Fig. 9! that shows automatic air-
way tracking and measurements~the movie can be down-
loaded at sail.usc.edu/production/rtmri/jasa2004!. Future
work will focus on issues related to calibration and valida-
tion of such automatic processing schemes. Once validated,
these data can be valuable for modeling, such as in perform-
ing degree-of-freedom analysis and motion parametization of
articulators using PCA applied to the point-tracking data
generated by image analysis.

B. Combining data types

Parallel point-tracking~EMMA magnetometer; see Per-
kell et al., 1992! data collected previously for the same
Tamil stimuli and speaker~Narayananet al., 1999! provide a
future opportunity to investigate data alignment strategies for
MRI and point-tracking technologies. For example, key re-
gion tracking from MRI can be supplemented and/or vali-
dated by using magnetometer data. In the future, imagable
beads can help coregistration for validation purposes~Byrd
et al., 1999!. In addition to improving the overall time reso-
lution of the combined data, point-tracking data also provide
us with dynamical information in terms of velocity and ac-
celeration for different points on active articulators.

C. New avenues

The ability to acquire real-time images of the speaking
vocal tract can provide vital data for computational modeling
of the production process that are not currently otherwise
available. Intergestural coordination can be evaluated—for
example, an understanding of the production of English@r#
can be enhanced by the fact that the pharyngeal, oral, and
labial components of the consonant can be simultaneously
quantified~Alwan et al., 1997!, not only for the quality of
the constrictions but also for the coordination among the
constrictions~note that point-tracking technology, in con-

trast, cannot be employed in the pharynx!. Rhotic mecha-
nisms can be examined cross-linguistically, including rare or
poorly described rhotics such as the uvular.

We also feel that this real-time MRI tool can provide
heretofore unavailable details that will inform our under-
standing of interspeaker variability, since individual differ-
ences in the morphology of the vocal tract can be directly
associated with differences in speech production behavior.

D. Technical improvements on the horizon

We have identified and are pursuing a number of av-
enues to further improve both the speed and quality of the
image acquisition. First, our team is in the process of design-
ing a new neck coil for better SNR for airway region. Sec-
ond, we are exploring options for the acquisition of~even
compromised! audio signals during imaging~this has been
done fairly successfully in prior static vocal-tract imaging
studies!. Finally, a significant effort is being devoted to new
pulse sequence designs. In spiral imaging~such as the one
reported here!, off-resonance causes a blurring of signal
~Noll et al., 1991! predominantly at the air–tissue interface.
When more thanp/4 of phase is accrued during a readout
this blurring is significant~Noll et al., 1992!, and this small
pervasive blurring can be observed throughout our image
sequences, for example, at the tongue surface. Another fast
alternative is echo-planar imaging, where off-resonance re-
sults in a shifting of signal along the phase encode direction.
The amount of shift in pixels is roughly equal to the amount
of phase accrued over a readout divided by 2p. In areas of
high off-resonance, echo-planar can result in a warping arti-
fact but will retain image sharpness. An additional benefit of
echo-planar is that the FOV can be limited in the readout
direction using the analog filter, enabling scanning with a
smaller FOV. Both of these effects may enable sharper and
higher resolution real-time imaging of the upper airway.
While preliminary experiments have shown improved spatial
resolution~1.56 mm! and improved sharpness, further inves-
tigation is needed to establish the performance of echo-
planar in the presence of rapid motion with speech.

V. CONCLUSION

Using a new approach, real-time images of the moving
vocal tract with MRI are, for the first time, possible at rates
that permit meaningful investigations of speech production
dynamics~>20 images per second!. Future challenges for
this technology include improvements in image quality and
in quantitative evaluation of continuously varying vocal-tract
shaping.
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1Cinefluorography does permit this but is not useful due to the need to
protect human subjects.

Alwan, A., Narayanan, S., and Haker, K.~1997!. ‘‘Toward articulatory-

FIG. 9. A snapshot of the automatic tracking method of MR images devel-
oped in the study. In the left panel, each group of points connected by line
represents a Kalman snake~i.e., contour!, which is individually updated
through an optical flow method applied to the sequence of images. In this
demonstration the midsagittal dimensions~represented by lines connecting
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Adults whose native languages permit syllable-final obstruents, and show a vocalic length
distinction based on the voicing of those obstruents, consistently weight vocalic duration strongly in
their perceptual decisions about the voicing of final stops, at least in laboratory studies using
synthetic speech. Children, on the other hand, generally disregard such signal properties in their
speech perception, favoring formant transitions instead. These age-related differences led to the
prediction that children learning English as a native language would weight vocalic duration less
than adults, but weight syllable-final transitions more in decisions of final-consonant voicing. This
study tested that prediction. In the first experiment, adults and children~eight and six years olds!
labeled synthetic and natural CVC words with voiced or voiceless stops in final C position.
Predictions were strictly supported for synthetic stimuli only. With natural stimuli it appeared that
adults and children alike weighted syllable-offset transitions strongly in their voicing decisions. The
predicted age-related difference in the weighting of vocalic duration was seen for these natural
stimuli almost exclusively when syllable-final transitions signaled a voiced final stop. A second
experiment with adults and children~seven and five years old! replicated these results for natural
stimuli with four new sets of natural stimuli. It was concluded that acoustic properties other than
vocalic duration might play more important roles in voicing decisions for final stops than commonly
asserted, sometimes even taking precedence over vocalic duration. ©2004 Acoustical Society of
America. @DOI: 10.1121/1.1651192#

PACS numbers: 43.71.Ft, 43.71.An@RLD# Pages: 1777–1790

I. INTRODUCTION

In 1955, Denes reported that vowel duration for the
nounuse~as in the use! was shorter than vowel duration for
the verbuse ~as in to use!. In a complementary perceptual
test he found that the proportion of voiced judgments in-
creased as vowel duration increased. The finding was revo-
lutionary for its time because, contrary to the consensus
opinion at that time, it showed that listeners can make pho-
netic judgments with information other than temporally dis-
crete pieces of the spectral structure. Since that report, the
relation between vowel duration and syllable-final consonant
voicing has been well-studied in both speech production and
perception.

Regarding speech production, there is no question that
syllables with voiced final stops generally have longer vow-
els than syllables with similar phonetic structures in similar
contexts, but with voiceless final stops. This effect is so per-
vasive that Chen~1970! went so far as to call it alanguage-
universalphenomenon. Of course, the phenomenon cannot
really be universal across languages, even if for the simple
reason that some languages do not permit syllable-final ob-
struents. However, even among those that do, a few lan-
guages have been identified that lack a vowel-length distinc-
tion based on syllable-final consonant voicing. For example,

Flege and Port~1981! reported that native Arabic speakers
do not differentiate vowel length for Arabic words ending in
voiced and voiceless final stops. This absence of a vowel-
length effect for even a few languages demonstrates that the
effect is not an inevitable consequence of syllable produc-
tion. Nonetheless, most languages that permit syllable-final
obstruents demonstrate a vowel-length distinction based on
the voicing feature of the final consonant. In particular, stud-
ies of English have consistently demonstrated this effect
~e.g., Chen, 1970; Crowther and Mann, 1992, 1994; Flege
and Port, 1981; House and Fairbanks, 1953; Peterson and
Lehiste, 1960!. To be completely accurate, the entire voiced
portion of a~stressed! syllable is shorter preceding a voice-
less obstruent than preceding a voiced obstruent. In addition
to the vowel nucleus, the voiced portion may consist of tran-
sitions into and out of the vowel nucleus, as well as sonorant
consonants~Raphael, Dorman, Freeman, and Tobin, 1975;
Raphael, Dorman, and Liberman, 1980!. For this reason, the
termsvocalic lengthandvocalic durationwill be used in this
manuscript instead ofvowel lengthandvowel duration.

It is not clear why vocalic duration should be longer
when the final obstruent is voiced than when it is voiceless.
One reason that has been suggested is that speakers begin the
closure gesture sooner for voiceless consonants because
these closures require greater force than that required for
voiced consonants, and people tend to begin relatively diffi-
cult tasks sooner than easier tasks~Malécot, 1970!. However,
there are numerous arguments against this suggestion, in-
cluding the simple fact that the vocalic-length distinction for

a!Portions of this work were presented at the 141st meeting of the Acoustical
Society of America, Chicago, June 2001.

b!Electronic mail: nittrouer@cpd2.usu.edu
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final-consonant voicing is not universal. Be that as it may,
given that the phenomenon is at least prevalent across lan-
guages with syllable-final obstruents we would expect vo-
calic length to be used by listeners of those languages in
perception. And, indeed, numerous reports have shown that
vocalic duration influences voicing judgments for syllable-
final consonants made by adult speakers of languages with a
vocalic-length distinction associated with final consonant
voicing ~Crowther and Mann, 1992, 1994; Denes, 1955;
O’Kane, 1978; Raphael, 1972; Raphaelet al., 1975; Raphael
et al., 1980!. Other acoustic properties of syllables ending
with voiced or voiceless final stops have also been found to
influence adults’ voicing judgments~Hogan and Rozsypal,
1980; Summers, 1988; Wardrip-Fruin, 1982!, with spectral
characteristics associated with the vocal-tract closing gesture
apparently being weighted particularly heavily~Hillenbrand,
Ingrisano, Smith, and Flege, 1984!. In fact, Hillenbrandet al.
concluded that the release burst and voicing during closure
contribute little to voicing decisions for final stops. This con-
clusion makes senseprima faciebecause in natural speech
final stops may not be released, and speakers do not always
voice during closure for obstruents~e.g., Klatt, 1976!. How-
ever, the precise acoustic correlate of the vocal-tract closing
gesture that contributes most to voicing decisions for final
stops remains unclear. Fischer and Ohde~1990! tried to sepa-
rate the contributions of first formant~F1! transition rate and
F1 frequency at voicing offset to these decisions, and con-
cluded that of the two, F1-offset frequency was weighted
more strongly by adult listeners. Unfortunately, they did not
manipulate higher formants, which also vary in frequency at
voicing offset as a function of consonant voicing~Nittrouer,
Estee, Lowenstein, and Smith, submitted!. Furthermore, the
changing~i.e., dynamic! nature of formant transitions is gen-
erally considered to be critical to speech recognition for both
adults and children~e.g., Browman and Goldstein, 1990;
Miranda and Strange, 1989; Nittrouer, Manning, and Meyer,
1993; Strange, 1989; Sussman, MacNeilage, and Hanson,
1973!, owing in part to demonstrations that listeners can un-
derstand signals in which sinusoids are substituted for center
formant frequencies~e.g., Remez, Rubin, Pisoni, and Carrell,
1981!. In these ‘‘sinewave’’ signals, many acoustic properties
traditionally associated with phonetic perception are missing.
The current study did not separate the influences of formant
transitions from discrete frequencies at voicing offset. None-
theless, we considered entire transitions to have contributed
to voicing decisions for final stops, when they contributed at
all, because this is the signal property generally considered
to influence voicing decisions in similar studies~e.g., Hillen-
brandet al., 1984; Wardrip-Fruin, 1982!.

The current study focused on children’s weighting of
vocalic duration and syllable-offset transitions in decisions
of voicing for syllable-final stops. This topic was selected for
study because earlier work has suggested that young children
in the range of three to eight years of age prefer dynamic
signal properties to other sorts of properties for making pho-
netic decisions~e.g., Morrongiello, Robson, Best, and Clif-
ton, 1984; Nittrouer, 1992; Parnell and Amerman, 1978!. In
particular, three studies have examined voicing decisions for
syllable-final stops by three-year-olds, six-year-olds, and

adults ~Greenlee, 1980; Krause, 1982; Wardrip-Fruin and
Peach, 1984!. Evidence across the three studies supports the
suggestion that children fail to weight vocalic duration as
strongly as adults, instead relying on formant transitions near
voicing offset to make voicing decisions about final stops.
While this result matches more general suggestions that
young children weight dynamic signal properties~i.e., for-
mant transitions! most strongly, and then gradually learn how
other acoustic properties signal phonetic identity in their na-
tive language, the question of children’s perception of
syllable-final stop voicing was worth another look because of
some irregularities in stimulus construction in the existing
three studies. For example, step size on the vocalic-duration
continuum in Greenlee was as large as 70 ms for some steps,
instead of the 20–30 ms more commonly used in studies
with only adult listeners.

One other study has also looked at children’s abilities to
use vocalic duration in voicing decisions about syllable-final
stops. Lehman and Sharf~1989! created synthetic versions of
beet and bead that differed in vocalic duration only~i.e.,
formant transitions were consistent across stimuli!. Adults
and children of the ages of five, eight, and ten years labeled
these stimuli. The authors reported that category boundaries
were similar across groups, but that the functions became
steeper with increasing age. This age-related change in
slopes indicates that vocalic duration was being weighted
more heavily by older listeners, but unfortunately this study
could make no comparison of the relative weighting of vo-
calic duration and syllable-offset transitions because for-
mants were not manipulated. When only one acoustic prop-
erty varies across stimuli in a labeling task, listeners must
turn their perceptual attention to that property, if they are to
do the task at all. Because Lehman and Sharf provide no data
on how many children attempted to do the task, but failed,
we are unable to estimate how many children were unable to
make the required shift in their perceptual attention.

The question of how children weight vocalic duration
and formant transitions in their voicing decisions for
syllable-final stops is particularly intriguing because of the
contradictory predictions that would be made based on chil-
dren’s speech perception capacities and on the nature of in-
put to children. Again, studies of children’s speech percep-
tion lead to the prediction that children would weight
formant transitions at voicing offset as much as or more than
adults do, but that children would weight vocalic duration
less than adults. In addition to developmental studies, this
prediction is supported by cross-linguistic data showing that
adult native speakers of languages that either fail to have
syllable-final obstruents or fail to make a vocalic-length dis-
tinction based on the voicing of the final consonant do not
weight vocalic duration as much as adult native speakers of
languages that make a vocalic-length distinction based on
final-consonant voicing~Crowther and Mann, 1992, 1994;
Flege and Wang, 1989!. Such language-specific results for
perceptual weighting strategies indicate that learning must be
involved in the acquisition of the strategies under investiga-
tion.

On the other hand, Ratner and Luberoff~1984! showed
that language directed to infants and toddlers~9 months to 2
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years, 3 months! actually exaggerates the vocalic-length dis-
tinction, while often deleting the syllable-final consonant
itself.1 The acoustic characteristics that signal specific pho-
netic distinctions in a language are commonly reported to
shape the listening strategies of infants by the time they are
roughly one year of age~e.g., Jusczyk, 1997!. Therefore, the
Ratner and Luberoff finding leads to the prediction that
young children would use vocalic length in making their
voicing decisions concerning syllable-final stops as much as
adult native speakers of the language they are learning. The
current study tested these contradictory predictions.

II. EXPERIMENT 1: REPLICATING AND EXTENDING
CROWTHER AND MANN

Crowther and Mann~1992, 1994! presented synthetic
tokens ofpot andpod in which the voicing of the final stop
was signaled by the duration of the vocalic syllable portion
and the offset frequency of F1. They found that listeners
whose native language either did not permit syllable-final
stops~Mandarin and Japanese! or did not show a difference
in vocalic length as a function of the voicing of the final stop
~Arabic! weighted vocalic duration less than native speakers
of American English. No group differences were observed in
the weighting of F1-offset frequency. Crowther and Mann
concluded from their results that native-language experience
generally shapes one’s strategies for speech perception, but
that some acoustic properties may be more malleable by ex-
perience than others. For this particular phonetic distinction,
vocalic duration seems to have been more malleable than
F1-offset frequency. Crowther and Mann offered no sugges-
tions for what might make the weighting of vocalic duration
more malleable than the weighting of F1-offset frequency,
but the finding is in agreement with results from develop-
mental studies. As described in the Introduction, develop-
mental studies of speech perception have found that children
generally weight dynamic components of the signal~i.e., for-
mant transitions! more than other signal properties, including
temporal properties~e.g., Morrongiello et al., 1984; Nit-
trouer, 1992; Parnell and Amerman, 1978!. In particular, sev-
eral studies have reported that children between 3 and 6
years of age weight syllable-offset transitions more than
adults, but vocalic duration less, in decisions of final-stop
voicing ~Greenlee, 1980; Krause, 1982; Wardrip-Fruin and
Peach, 1984!. In sum, using formant transitions for the pur-
pose of making phonetic decisions seems to be the ‘‘default’’
strategy. Apparently people learn to use other acoustic prop-
erties for making phonetic decisions through their experi-
ences with a native language. Thus, the adult, non-native
speakers of English who served as listeners in Crowther and
Mann ~1992, 1994! may have been exhibiting these default
strategies in their labeling responses. It follows that children,
who have less English experience than adults, might be ex-
pected to perform similarly to the non-native listeners in
those two studies. This experiment tested that prediction.

A. Method

1. Listeners

Twenty nine adults between the ages of 19 and 39 years
participated, as well as 30 children between 7 years, 11

months and 8 years, 5 months, and 29 children between 5
years, 11 months and 6 years, 5 months. In addition, 12
children between 3 years, 11 months and 4 years, 5 months
participated, but seven of these children were unable to label
stimuli reliably for any of the three sets of stimuli tested. As
a result, testing with 4-year-olds was discontinued, and no
data from this age group were included.

All participants were native speakers of American En-
glish, and had to meet additional criteria to participate. They
had to pass a hearing screening of the pure tones 0.5, 1.0,
2.0, 4.0, and 6.0 kHz presented at 25 dB HL. Children
needed to score at or above the 30th percentile on the
Goldman-Fristoe Test of Articulation, Sounds-In-Words sub-
test ~Goldman and Fristoe, 1986!. Children could have had
no more than six episodes of otitis media before their second
birthday. Adults were administered the reading subtest of the
Wide Range Achievement Test—Revised~Jastak and Wilkin-
son, 1984!, and needed to demonstrate at least an 11th grade
reading level.

2. Equipment and materials

Testing took place in a soundproof booth, with the com-
puter that controlled the experiment in an adjacent room. The
hearing screening was done with a Welch Allen TM262 au-
diometer and TDH-39 earphones. Stimuli were stored on a
computer and presented through a Creative Labs Sound-
blaster card, a Samson headphone amplifier, and AKG-K141
headphones. The experimenter recorded responses with a
keyboard connected to the computer. Two hand-drawn pic-
tures (8 in.38 in.) were used to represent each response la-
bel in each experiment, such as abuck ~a male deer! and a
bug. Gameboards with ten steps were also used with chil-
dren: they moved a marker to the next number on the board
after each block of test stimuli. Cartoon pictures were used
as reinforcement and were presented on a color monitor after
completion of each block of stimuli. A bell sounded while
the pictures were being shown and served as additional rein-
forcement.

3. Stimuli

Three sets of stimuli were created for this experiment:
syntheticpot/pod, syntheticbuck/bug, and naturalbuck/bug.
Both sets of synthetic stimuli were created using the Sensyn
Laboratory Speech Synthesizer. The syntheticpot/pod
stimuli were identical to the stimuli used by Crowther and
Mann ~1992, 1994!, except that Crowther and Mann used
three settings for F1-offset frequency and we used only two:
the highest and lowest values used by them. The vocalic
duration of these stimuli varied from 100 to 260 ms, in 20 ms
steps. All vocalic portions were preceded by a 50 ms interval
of aspiration noise. Fundamental frequency~f0! started at
138 Hz and fell linearly throughout the stimulus to an offset
frequency of 95 Hz. F3 was constant throughout at 2460 Hz.
F2 was constant at 1160 Hz until 50 ms before offset, at
which time it began rising to an ending frequency of 1425
Hz. In all stimuli, F1 was constant at 675 Hz until 50 ms
before offset, at which time it fell to either 555 Hz~most
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pot-like! or 355 Hz ~most pod-like!. Thus there were 18
stimuli: two F1-offset frequencies3 nine vocalic durations.

The syntheticbuck/bugstimuli were created to be as
similar as possible to thepot/podstimuli, while still evoking
buck and bug responses. The vocalic duration of these
stimuli also varied from 100 to 260 ms in 20 ms steps. The f0
began at 138 Hz and fell throughout to 95 Hz. However, both
F2 and F3 had offset transitions: F2 was constant at 1000 Hz
until 50 ms before offset, at which time it rose linearly to
1800 Hz. F3 was constant at 2700 Hz until 50 ms before
offset, at which time it fell to its ending frequency of 2000
Hz. F1 started at 400 Hz, and rose linearly to 600 Hz over
the first 50 ms. For half of the stimuli F1 remained at 600 Hz
until stimulus offset. For the other half of the stimuli, F1 fell
over the final 50 ms to 450 Hz. Thus there were 18 of these
stimuli: two F1-offset frequencies3 nine vocalic durations.

The naturalbuck/bugstimuli were created from natural
tokens of an adult, male speaker producing these words in
isolation. The speaker was a native speaker of American En-
glish. He produced ten tokens of each word, in randomized
order. The three tokens of each word that matched each other
most closely in vocalic duration and f0 contour were selected
for modification. With each token, the release burst and any
voicing during closure was deleted. Vocalic length was then
manipulated either by reiterating a single pitch period from
the most stable spectral region of the syllable~to lengthen
syllables! or by deleting pitch periods from the most stable
spectral region of the syllable~to shorten syllables!. For both
kinds of manipulation, care was taken to align signal por-
tions at zero crossings so no audible clicks resulted. Also,
initial and final formant transitions were not disrupted. Seven

stimuli varying in vocalic duration from roughly 85 to 176
ms were created from each token this way. These endpoint
values were selected because they match the mean lengths of
naturalbuckandbug, but clearly the continuum was briefer
than that of the synthetic stimuli. The step size was 15 ms~2
pitch periods! on average, but obviously these steps varied
slightly according to small differences in f0 across stimuli.
The mean durations of the three stimuli made frombuckand
of the three stimuli made frombug at each step were within
5 ms of each other. This procedure for manipulating natural
tokens of words ending in voiced and voiceless final stops
differs from procedures used in most earlier studies, in that
we used both voiced and voiceless tokens, and we did not
disrupt offset transitions. Figure 1 shows the longest and
shortest stimuli created from the samebug token, and shows
that this method of modifying stimuli was successful in only
affecting the duration of the stable syllable portion. In all, 42
natural stimuli were created: seven vocalic durations3 two
kinds of offset transitions3 three tokens of each.

4. Procedures

All participants attended two testing sessions. At the first
session, screening tasks were completed first. Next, one set
of the buck/bugstimuli ~either synthetic or natural! was pre-
sented, with the choice of which set to present randomized
across listeners. At the second session, thepot/podand the
other set ofbuck/bugstimuli were presented.

The same procedures were followed for each set of
stimuli. Practice items were presented before the testing be-
gan. Practice items consisted of the best exemplars of each

FIG. 1. Spectrograms of the longest~bug 7! and shortest~bug 1! bug stimuli created from the same natural token.
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category, which were the stimuli that should most strongly
evoke voiced and voiceless percepts. For example, the best
exemplar ofpot was the stimulus with a 100 ms vocalic
portion and the 555 Hz F1 offset. The best exemplar ofpod
was the stimulus with a 260 ms vocalic portion and the 355
Hz F1 offset. For the two synthetic sets of stimuli, there were
just two best exemplars~one voiced and one voiceless!. Each
of these was played five times in random order, and the lis-
tener had to respond to at least nine of them correctly to
proceed to testing. For the naturalbuck/bugstimuli, there
were the six best exemplars~threebuckand threebug!. Each
of these was played twice, with the 12 stimuli presented in
random order. The listener had to respond correctly to at
least 11 to proceed to testing.

During testing, ten blocks of stimuli were presented.
There were 18 stimuli per block during testing with the two
sets of synthetic stimuli. There were 14 stimuli per block
during testing with the naturalbuck/bugstimuli. Because
there were actually three tokens of each natural stimulus~i.e.,
each vocalic duration at each level of syllable-offset transi-
tions!, the program randomly selected one of the tokens to
present during the first block, and then repeated this random
selection during the next block without replacement. After
the first three blocks, this process was repeated until testing
was completed.

Listeners responded by saying the label and pointing to
the picture that represented their selection. Having both
kinds of responses served as a check that participants were
paying attention to the task. In the rare instance that a lis-
tener pointed to one picture, but said the other label, the
experimenter gave a gentle reminder to pay attention and the
stimulus was replayed. To have their data included in the
final analysis, participants needed to give at least 80% cor-
rect responses to the best exemplars during testing. This re-
quirement was an additional assurance that data were ana-
lyzed only from participants who maintained attention to the
task.

For children, cartoon pictures were displayed on the
monitor and a bell sounded at the end of each block. They
moved a marker to the next space on a gameboard after each
block as a way of keeping track of how much more time they
had left in the test.

Several methods have been used to characterize the
weights assigned to various acoustic properties in labeling
tasks. Traditionally, each listener’s data are plotted as cumu-
lative distributions of the proportion of one response~e.g.,
podresponses! across levels of the acoustic property manipu-
lated in a continuous fashion~vocalic duration in this experi-
ment! for each level of the acoustic property manipulated in
a noncontinuous fashion~formant-offset frequencies in this
experiment!. Best-fit lines are then obtained, often using pro-
bit analysis ~Finney, 1964!, and slopes and distribution
means~i.e., phoneme boundaries! computed. This method
can extrapolate so that phoneme boundaries outside of the
range tested can be obtained. However, we typically impose
limits on the values that extrapolated phoneme boundaries
can take, restricting them to 3.5 steps beyond the lowest and
highest value tested. Because the null hypothesis is that lis-
teners of all ages will show similar differences between pho-

neme boundaries, this restriction serves only to constrain the
probability of rejecting that null hypothesis. The mean slope
of the functions is taken as an indication of the weight as-
signed to the continuously varied property: the steeper the
functions, the more weight that was assigned to that property.
The separation between functions at the phoneme boundaries
~for each level of the noncontinuous property! is taken as an
indication of the weight assigned to that noncontinuous prop-
erty: the greater the separation, the greater the weight that
was assigned. More recently, some investigators~e.g., Turner
et al., 1998! have started computing partial correlation coef-
ficients ~partial rs! for each of the acoustic properties ma-
nipulated in the experiment and the proportion of one re-
sponse option given~i.e., looking at how well each acoustic
property predicts responses!. Both kinds of metrics were
computed in this experiment.

B. Results

1. Pot Õpod

Data were excluded for twelve 6-year-olds and four
8-year-olds because they either failed to label nine out of ten
practice stimuli correctly or did not maintain 80% correct
responses during testing itself. Data were included for 29
adults, 26 8-year-olds, and 17 6-year-olds.

Figure 2 shows mean labeling functions from each age
group for the syntheticpot/podstimuli. Table I provides two
estimates of the weighting of vocalic duration~mean slopes
and partialrs for vocalic duration! and two estimates of the
weighting of F1-offset frequency~separation in phoneme
boundaries and partialrs for F1-offset frequency!. In many

FIG. 2. Mean labeling functions for each age group for syntheticpot/pod
stimuli, Experiment 1.
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labeling experiments, slope is given with a physical refer-
ence~e.g., change in probit units per ms of change in vocalic
duration!. In this experiment, however, step size on the
vocalic-duration continuum differed for the two synthetic
stimulus sets and for the one natural stimulus set~20 ms per
step for the synthetic stimuli; 15 ms per step for the natural!.
For that reason, the slope is given here as the change in
probit units per step on the vocalic-duration continuum. Pho-
neme boundaries represent the step on the vocalic-duration
continuum at which the function reaches the 50th percentile.
The separation in phoneme boundaries is given here using
steps again. Both Fig. 2 and Table I indicate that the weight
that was assigned to vocalic duration increased with increas-
ing age: the functions became steeper, and partialrs for vo-
calic duration increased. At the same time, the weight that
was assigned to the F1-offset frequency diminished with in-
creasing age: the separation in functions decreased, as did
partial rs for F1-offset frequency.

One-way analyses of variance~ANOVAs!, with age as
the factor, were performed on mean slopes~across the func-
tions with the 555 Hz and 355 Hz F1 offsets!, mean separa-
tions in phoneme boundaries, and partialrs for vocalic dura-
tion and F1-offset transition. Because the main effect of age
was significant for all these measures, post hoct tests were
also performed. Results of these ANOVAs andt tests are
presented in Table II. Precise results are given for any analy-
sis withp less than 0.10. Whenp is greater than 0.10, results
are simply described as nonsignificant~NS!. For post hoct
tests, both actual, computedp values as well as the Bonfer-
roni significance levels, adjusted for multiplet tests, are pro-
vided. In all cases, the results of the statistical tests generally
support impressions of age-related differences gleaned from
Fig. 2 and Table I: Children’s labeling functions were shal-
lower than those of adults, but were more widely separated.
Children’s partialrs were smaller than those of adults for
vocalic duration, but were greater for F1-offset. Although it
appears from Table I that 8-year-olds performed more like
adults than did 6-year-olds, no statistically significant differ-
ences were observed between 6- and 8-year-olds on any of
the measures.

2. Synthetic buck Õbug

Fourteen 6-year-olds, 13 8-year-olds, and six adults
were unable to reach the criteria for having their data in-

cluded on either training or testing. Consequently, data are
included for 15 6-year-olds, 17 8-year-olds, and 23 adults.

Figure 3 shows mean labeling functions for each group,
and Table III provides the same estimates of the weighting of
vocalic duration and F1-offset frequency, as shown in Table
I. As found for thepot/podstimuli, children appear to have
weighted vocalic duration less than adults, but to have

TABLE I. Mean slopes, separations in functions~at phoneme boundaries!,
and partialrs ~for vocalic duration and F1 offset! for the pot/pod labeling
task, Experiment 1.Note: Standard deviations~SDs! are given in parenthe-
ses.

Adults 8-year-olds 6-year-olds

Weight assigned to vocalic duration
Mean slope, across functions 0.64

~0.21!
0.43

~0.21!
0.31

~0.18!
Mean partialr for vocalic
duration

0.91
~0.04!

0.78
~0.20!

0.72
~0.17!

Weight assigned to F1-offset frequency
Mean separation in functions 0.93

~0.93!
2.91

~2.99!
3.64

~3.12!
Mean partialr for F1 offset 0.14

~0.14!
0.33

~0.23!
0.41

~0.23!

TABLE II. Results of ANOVAs for thepot/podlabeling task, Experiment 1.
Note: Degrees of freedom for the main effect of age are 2, 69. Degrees of
freedom for the post hoct tests are 69.

F or t p
Bonferroni

significance level

Slopes
Age effect 15.83 ,0.001
6- vs 8-year-olds 21.80 NS NS
6-year-olds vs adults 25.30 ,0.001 ,0.001
8-year-olds vs adults 23.92 ,0.001 ,0.001

Partial rs for vocalic duration
Age effect 9.69 ,0.001
6- vs 8-year-olds 21.19 NS NS
6-year-olds vs adults 24.07 ,0.001 ,0.001
8-year-olds vs adults 23.23 0.002 ,0.01

Separation in phoneme boundaries
Age effect 7.96 ,0.001
6- vs 8-year-olds 0.96 NS NS
6-year-olds vs adults 3.64 ,0.001 ,0.01
8-year-olds vs adults 3.01 0.004 ,0.05

Partial rs for F1-offset frequency
Age effect 11.16 ,0.001
6- vs 8-year-olds 1.22 NS NS
6-year-olds vs adults 4.34 ,0.001 ,0.001
8-year-olds vs adults 3.51 ,0.001 ,0.01

FIG. 3. Mean labeling functions for each age group for syntheticbuck/bug
stimuli, Experiment 1.
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weighted F1-offset frequency more. Results for the one-way
ANOVAs and post hoct tests, shown in Table IV, confirm
these impressions. Unlike thepot/podstimuli, however, there
were some statistically significant differences in performance
between the 6- and 8-year-olds, with the 8-year-olds per-
forming a little more similarly to adults.

3. Natural buck Õbug

One 6-year-old and two 8-year-olds failed to reach cri-
teria on either the training or testing for having their data
included. Therefore data were analyzed for 28 6-year-olds,
28 8-year-olds, and 29 adults.

Figure 4 shows mean labeling functions for each age
group, and Table V provides the same estimates of the
weighting of vocalic duration and formant offsets as pro-
vided for the syntheticpot/podandbuck/bugstimuli. A very
different pattern of responding is apparent for these natural
stimuli than what was found for the synthetic stimuli. Label-
ing functions are widely separated, depending on whether

stimuli were created from tokens with voiced or voiceless
final stops. This pattern is apparent for listeners in all three
age groups.

Table VI shows the results of the one-way ANOVAs
conducted on all four measures. Unlike the statistical results
for both sets of synthetic stimuli, these results differ for the
two measures of each acoustic property. For the measures of
weight assigned to vocalic duration~i.e., slopes and partialrs
for vocalic duration!, the analysis of slope showed a signifi-
cant age effect, but the analysis of partialrs did not. It ap-
pears from Fig. 4 that this result is due to adults’ function for
stimuli with bug offsets being steeper than those of either
children’s group. Functions for stimuli withbuckoffsets ap-
pear similar in shape across age groups. One-way ANOVAs
conducted on slope for each function separately confirm this

TABLE III. Mean slopes, separations in functions~at phoneme boundaries!
and partialrs ~for vocalic duration and F1-offset! for the syntheticbuck/bug
labeling task, Experiment 1.Note: Standard deviations~SDs! are given in
parentheses.

Adults 8-year-olds 6-year-olds

Weight assigned to vocalic duration
Mean slope, across functions 0.53

~0.18!
0.41

~0.19!
0.37

~0.25!
Mean partialr for vocalic
duration

0.91
~0.04!

0.83
~0.13!

0.74
~0.13!

Weight assigned to F1-offset frequency
Mean separation in functions 0.24

~0.82!
1.51

~1.64!
2.80

~1.75!
Mean partialr for F1 offset 0.06

~0.09!
0.18

~0.16!
0.37

~0.16!

TABLE IV. Results of ANOVAs for the syntheticbuck/buglabeling task,
Experiment 1.Note: Degrees of freedom for the main effect of age are 2, 52.
Degrees of freedom for the post hoct tests are 52.

F or t p
Bonferroni

significance level

Slopes
Age effect 3.46 50.039
6- vs 8-year-olds 20.53 NS NS
6-year-olds vs adults 22.42 50.019 ,0.010
8-year-olds vs adults 21.93 50.059 NS

Partial rs for vocalic duration
Age effect 13.95 ,0.001
6- vs 8-year-olds 22.61 50.012 ,0.05
6-year-olds vs adults 25.26 ,0.001 ,0.001
8-year-olds vs adults 22.57 50.013 ,0.05

Separation in phoneme boundaries
Age effect 15.48 ,0.001
6- vs 8-year-olds 2.61 50.012 ,0.05
6-year-olds vs adults 5.53 ,0.001 ,0.001
8-year-olds vs adults 2.85 0.006 ,0.05

Partial rs for F1-offset frequency
Age effect 22.33 ,0.001
6- vs 8-year-olds 3.80 ,0.001 ,0.01
6-year-olds vs adults 6.68 ,0.001 ,0.001
8-year-olds vs adults 2.72 0.001 ,0.05

FIG. 4. Mean labeling functions for each age group for naturalbuck/bug
stimuli, Experiment 1.

TABLE V. Mean slopes, separations in functions~at phoneme boundaries!,
and partialrs ~for vocalic duration and F1-offset! for the naturalbuck/bug
labeling task, Experiment 1.Note: Standard deviations~SDs! are given in
parentheses.

Adults 8-year-olds 6-year-olds

Weight assigned to vocalic duration
Mean slope, across functions 0.48

~0.27!
0.33

~0.17!
0.28

~0.21!
Mean partialr for vocalic
duration

0.31
~0.18!

0.35
~0.20!

0.40
~0.21!

Weight assigned to formant offsets
Mean separation in functions 7.89

~2.83!
7.92

~2.61!
7.27

~2.77!
Mean partialr for formant offsets 0.86

~0.15!
0.84

~0.13!
0.74

~0.20!
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impression. The main effect of age is significant only for
functions for stimuli with bug offsets, F(2,82)510.59, p
,0.001. Post hoct tests done on slopes of functions for
stimuli with bug offsets reveal the same trends as seen in
Table VI: There is no statistically significant difference in
slopes for 6- and 8-year-olds’ functions, but there are signifi-
cant differences for 6-year-olds versus adults,t(82)5
24.41, p,0.001 ~Bonferroni significance level5,0.001),
and for 8-year-olds versus adults,t(82)523.30, p50.001
~Bonferroni significance level5,0.01). In brief, it appears
from Fig. 4 that listeners of all ages gave very fewbug
responses when formant offsets failed to signal that the vocal
tract was closing~i.e., when stimuli hadbuck formant off-
sets!. However, when formant offsets signaled a closing vo-
cal tract, adults providedbug responses more consistently, at
shorter vocalic durations than children did.

For the measures of weight assigned to formant offsets
~i.e., separations in functions and partialrs for formant off-
sets!, the analysis of separations in functions showed no age
effect, but the analysis of partialrs did. This last result can
actually be traced to 6-year-olds weighting formant offsets
less than adults or 8-year-olds did.

C. Discussion

This experiment was undertaken to examine whether
children would be found to weight formant transitions more
and vocalic duration less than adults in decisions of syllable-
final stop voicing, as has been reported by three earlier stud-
ies~Greenlee, 1980; Krause, 1982; Wardrip-Fruin and Peach,
1984!. For this purpose, the synthetic stimuli of Crowther
and Mann~1992, 1994! were replicated, and another set of
synthetic stimuli was created that closely matched those
stimuli. Stimuli were also created from natural tokens of
words ending in voiced and voiceless final stops. Adults’
results for both sets of synthetic stimuli closely matched
those of Crowther and Mann: vocalic duration explained
variation in their responses to a large extent, with F1 transi-
tions explaining little. This result agrees with the traditional
view of the role of vocalic duration in decisions of syllable-
final consonant voicing. It was found that 6- and 8-year-old

children weighted vocalic duration less than adults, and
weighted F1-offset transitions more. This result strongly sup-
ports the assertion that children attend largely to dynamic
signal components in speech perception, gradually modify-
ing their perceptual strategies to weight other components
more as they gain experience with their native language
~e.g., Nittrouer, Manning, and Meyer, 1993!.

The third set of stimuli included in this experiment was
generated from natural tokens of a speaker sayingbuckand
bug. All information that might normally be available from
the closure and release was removed, but differences be-
tween stimuli that exist in the syllable nuclei and margins
remained. For example, kinematic studies have shown that
jaw opening is faster and more extensive for words with
voiceless, rather than voiced, final stops~Gracco, 1994;
Summers, 1987!. It follows that the rate of formant transition
at the beginnings of syllables is faster for words with voice-
less stops at the end, and maximum F1 frequency is greater
for words with voiceless, rather than voiced, final stops. For
example, Nittroueret al. ~submitted! found that F1 at the
syllable center was 58 Hz higher inbuckthan inbug. Finally,
the rate and final frequency of all formant transitions at the
syllable’s end can differ, depending on stop voicing. In this
experiment, when all these acoustic properties varied natu-
rally, partial rs indicated that listeners of all ages weighted
vocalic duration very little. Instead, listeners largely
weighted the other acoustic properties that correlate with the
voicing of the final stop. Based on the studies of others~e.g.,
Hillenbrand et al., 1984!, it seems likely that the property
that accounted for most of the variation in listeners’ re-
sponses was the collective pattern across formants of
syllable-final transitions. But there is no way to know that for
sure without further experiments. In any event, these results
with stimuli created from natural tokens require a tempering
of the conclusions reached with synthetic stimuli.

There is some reason to suggest, however, that partialrs
did not reveal the whole story in this case. When asked to
label stimuli created from natural tokens, adults had steeper
functions for those stimuli with syllable-offset transitions ap-
propriate for voiced final stops, rather than those with tran-
sitions appropriate for voiceless final stops. That is, theirbug
responses approached 100% at briefer vocalic durations, and
remained at that level of responding across much of the
vocalic-duration continuum. Steep labeling functions are
generally taken as an indication that listeners weighted the
property represented on thex axis strongly, and so it would
be reasonable to conclude that adults weighted vocalic dura-
tion in their voicing decisions when the final stop indicated
complete vocal-tract closure. Children, on the other hand,
show no indication of weighting vocalic duration strongly
for any stimuli.

Of course, any time results for one set of stimuli are so
strikingly different from results for other, similar stimuli, the
possibility arises that perhaps those results are spurious. This
concern was exacerbated here because the range of vocalic
durations used was briefer in the natural stimuli than in ei-
ther set of synthetic stimuli. Consequently, before the con-
clusion was firmly reached that vocalic duration actually has
little influence on listeners’ judgments of syllable-final con-

TABLE VI. Results of ANOVAs for the naturalbuck/bug labeling task,
Experiment 1.Note: Degrees of freedom for the main effect of age are 2, 82.
Degrees of freedom for the post hoct tests are 82.

F or t p
Bonferroni

significance level

Slopes
Age effect 5.73 50.005
6- vs 8-year-olds 20.78 NS NS
6-year-olds vs adults 23.24 50.002 ,0.01
8-year-olds vs adults 22.45 50.017 ,0.05

Partial rs for vocalic duration
Age effect 1.46 NS

Separation in phoneme boundaries
Age effect 0.50 NS

Partial rs for formant offsets
Age effect 4.75 50.01
6- vs 8-year-olds 22.40 50.019 ,0.10
6-year-olds vs adults 22.88 50.005 ,0.05
8-year-olds vs adults 20.46 NS NS
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sonant voicing in natural listening conditions, it seemed im-
portant to examine perceptual responses for other stimuli
created from natural tokens. For that reason, another experi-
ment was conducted.

III. EXPERIMENT 2: NATURAL STIMULI

The purpose of this experiment was to test whether
adults’ and children’s labeling responses for a wider range of
natural stimuli would reveal similar weighting strategies to
those found for the stimuli created from natural tokens in
Experiment 1. In this second experiment, four sets of stimuli
were created from natural tokens of word pairs ending in
voiced or voiceless final stops, using the same procedure as
was used to create the natural stimuli in Experiment 1~i.e.,
manipulating vocalic duration by reiterating or deleting pitch
periods at the most stable spectral region of the syllable!.

A. Method

1. Listeners

Eleven adults between the ages of 20 and 31 partici-
pated. In addition, 13 7-year-olds~between 6 years, 11
months and 7 years, 5 months!, 25 5-year-olds~between 4
years, 11 months and 5 years, 5 months! and 17 31

2-year-olds
~between 3 years, 5 months and 3 years, 11 months! partici-
pated. All participants needed to meet the same criteria as
those in Experiment 1.

2. Equipment and materials

The same equipment and materials were used in this
experiment as in Experiment 1, except that new pictures
were created because different stimuli were used.

3. Stimuli

Four sets of stimuli were created, with care taken to vary
the place of constriction across vowels and consonants:cop/
cob, boot/booed, feet/feed, and pick/pig. The same male
speaker who provided tokens of the naturalbuck and bug
used in Experiment 1 provided tokens for use in the creation
of these stimuli. The same procedures as used in Experiment
1 were used to modify these stimuli to create seven-step
continua, varying in vocalic duration. In particular, care was
again taken not to disrupt offset transitions. Of course, the
four vowels used in this experiment differ in intrinsic dura-
tion, and so the continua differed in range:cop/cobvaried
from 82 to 265 ms;boot/booedvaried from 97 to 258 ms;
feet/feedvaried from 93 to 255 ms; andpick/pigvaried from
62 to 178 ms. For each set there were 42 stimuli: seven steps
on the vocalic duration continuum3 two formant-offset con-
ditions 3 three tokens of each.

4. Procedures

The procedures for this experiment were essentially the
same as for Experiment 1. All participants attended two ses-
sions. However, all four sets of stimuli could be presented to
individual listeners only in the adult and 7-year-old groups.
This was because only adults and 7-year-olds could complete
two sets of stimuli at the first session, after completing the
screening procedures. These listeners were then presented

with the final two sets of stimuli at the second session. The
order of presentation of sets was randomized across these
older participants. The 312- and 5-year-olds were presented
with only three sets of stimuli: one set at the first session
~after the hearing and speech screening tasks!, and two sets
at the second session. The stimuli that would be presented to
a child were selected in a serial fashion. That is, the first
child tested in each age group was presented with three sets
of stimuli, randomly selected. The next child was presented
with the fourth set, and the first two sets presented to the first
child. The third child tested was then presented with the third
and fourth sets, as well as the first, and so on.

One additional training procedure was incorporated into
the protocol in this second experiment. Before administering
the training with the best exemplars, unaltered stimuli were
presented for practice. These unaltered stimuli had whatever
voicing during closure was present in the original stimuli, as
well as the release bursts. As in practice with the best exem-
plars, there were six of these stimuli~i.e., three of the word
with a voiceless final stop and three of the word with a
voiced final stop!. Each stimulus was presented two times,
and the listener had to respond to 11 of these items correctly
in order to receive the training with the best exemplars.

B. Results

Data from the 312-year-olds were not included because
not enough children in this age group were able to complete
the tasks. Of the 17 children in this age group participating,
two failed the hearing screening, and two refused to cooper-
ate at all. Of the remaining 13 children, some became unco-
operative on the second day after the presentation of one set
of stimuli, and so could not be presented with the other set.

In all, these 312-year-olds were presented with 33 sets of
stimuli. As a group they reached the training criterion with
the unaltered stimuli for 24 of these sets. Subsequently, the
criterion for training with the best exemplars was reached for

17 sets of stimuli. However, 312-year-olds reached the 80%
correct criterion for endpoint stimuli during testing for just
five sets of stimuli. That was not enough to provide useful
information about the weighting strategies of these young
listeners.

One 5-year-old failed the hearing screening, and one
failed to reach criterion on the Goldman-Fristoe Test of Ar-
ticulation. Regarding the training with unaltered stimuli, one
5-year-old failed to reach criterion forfeet/feedand one
failed to reach criterion for bothcop/coband boot/booed.
Several 5-year-olds failed to reach either the best-exemplar
training criterion or the testing criterion for having their data
included in the analyses. Specifically, four 5-year-olds~out
of 18 tested! failed to reach criterion forpick/pig; seven~out
of 17 tested! failed to reach criterion forcop/cob; five ~out of
15 tested! failed to reach criterion forfeet/feed; and eight
~out of 18 tested! failed to reach criterion forboot/booed.

Only one 7-year-old failed to reach the testing criterion
for having data included in the analyses forfeet/feed, and one
failed to reach the testing criterion forpick/pig. Data for one
adult participant was lost forcop/cobbecause the experi-
menter neglected to save the data after testing.
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Results for all four sets of stimuli were similar, and are
illustrated in Fig. 5, showing mean labeling functions for
boot/booed. Clearly, listeners in all three age groups showed
fairly flat functions with large separations between functions.
This pattern of results traditionally is interpreted as indicat-
ing that listeners weighted only slightly the property varied
continuously~in this case, vocalic duration! and weighted
heavily the property varied dichotomously~in this case,
syllable-offset transitions!.

Two estimates of the weighting of vocalic duration and
syllable-offset transitions were used in Experiment 1. Both
estimates gave similar results, except where the weighting of
vocalic duration in decisions for natural stimuli were con-
cerned. In that case, partialrs indicated that adults and chil-
dren weighted vocalic duration similarly, but slopes showed
that adults weighted vocalic duration more than children.
This age-related difference was particularly evident when
stimuli were created from words with voiced final stops. Be-

cause of this result, it was concluded that slopes and separa-
tions between labeling functions provided more accurately
described labeling results. At the same time, however, it is
difficult to compare the weighting of the two acoustic prop-
erties using slopes and separations between functions be-
cause they provide different metrics. Partialrs allow us to do
this kind of comparison. Consequently, both kinds of esti-
mates are presented for this second experiment, but with an
emphasis on slopes and separations between functions.

Table VII shows partialrs for each stimulus set. From
these estimates it appears that listeners in all age groups per-
formed similarly by weighting syllable-offset transitions
strongly while weighting vocalic duration not as much. The
one-way ANOVAs ~with age as the main effect! done on
each set of the partialrs provided eight analyses: one for
vocalic duration and one for formant offsets for each of the
four stimulus sets. Unlike results for naturalbuck/bugin Ex-
periment 1, where a significant age effect was found for par-
tial rs of formant offsets, none of these ANOVAs revealed a
significant age effect. At least forcop/coband boot/booed,
both of which had ranges of group means similar to that
found for naturalbuck/bugin Experiment 1, this failure to
find a significant effect might be due to smaller sample sizes
in this second experiment, compared to the first.

Mean separations in functions for each stimulus set are
presented in Table VIII. From these estimates it is clear that
listeners in all age groups weighted syllable-offset transitions
similarly and strongly. The one-way ANOVAs done on sepa-
rations in phoneme boundaries revealed no significant age
effects.

Table IX shows mean slopes across functions, and for
stimuli created from words with voiceless and voiced final
stops separately. As was found for naturalbuck/bugin Ex-
periment 1, it appears as if there is an age-related increase in

FIG. 5. Mean labeling functions for each age group for naturalboot/booed
stimuli, Experiment 2.

TABLE VII. Partial rs for each stimulus set, Experiment 2.Note: Standard deviations~SDs! are given in parentheses.

Vocalic duration Formant offsets

Adults 7-year-olds 5-year-olds Adults 7-year-olds 5-year-olds

cop/cob 0.48
~0.20!

0.54
~0.15!

0.55
~0.18!

0.77
~0.17!

0.66
~0.12!

0.66
~0.19!

feet/feed 0.56
~0.20!

0.49
~0.11!

0.52
~0.22!

0.69
~0.18!

0.72
~0.07!

0.69
~0.26!

boot/booed 0.37
~0.22!

0.43
~0.19!

0.46
~0.13!

0.84
~0.15!

0.76
~0.13!

0.71
~0.18!

pick/pig 0.22
~0.18!

0.28
~0.18!

0.22
~0.17!

0.93
~0.08!

0.88
~0.10!

0.90
~0.08!

TABLE VIII. Mean separations in functions~at phoneme boundaries!, Ex-
periment 2.Note: Standard deviations~SDs! are given in parentheses.

Adults 7-year-olds 5-year-olds

cop/cob 3.75
~2.57!

1.62
~3.84!

2.95
~3.27!

feet/feed 5.01
~2.42!

6.18
~1.35!

6.59
~3.34!

boot/booed 7.02
~2.34!

7.39
~2.51!

6.75
~1.40!

pick/pig 9.42
~2.97!

9.03
~2.42!

9.87
~2.08!
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mean slopes, especially for slopes computed across functions
and for slopes from stimuli with offset transitions appropriate
for voiced final stops. There appears to be less of an age-
related increase in slopes for stimuli with offset transitions
appropriate for voiceless final stops. Because the analyses of
slopes for the naturalbuck/bugin Experiment 1 resulted in a
significant age effect forbug, but not for buck, one-way
ANOVAs were computed for stimuli with syllable-offset
transitions appropriate for voiced and voiceless final stops
separately. As withbuck/bug, in every case stimuli with
syllable-offset transitions appropriate for voiced final stops
showed significant, or close to significant, age effects, indi-
cating that adults’ functions were steeper than those of chil-
dren: booed, F(2,30)53.79, p50.034; cob, F(2,29)53.06
p50.062; feed, F(2,30)58.89,p,0.001; andpig, F(2,34)
53.09; p50.058. Only one set of stimuli with syllable-
offset transitions appropriate for voiceless final stops showed
a significant ~or close to significant! age effect: feet,
F(2,30)54.01, p50.029. Labeling functions for these
stimuli are presented in Fig. 6. Adults showed a slightly
stronger inclination to label stimuli withfeet offset transi-
tions asfeedat longer vocalic durations than children did.
However, this is the only set of stimuli with syllable-offset
transitions appropriate for voiceless final stops in which this
trend was found, and adults still did not label more than 50%
of these stimuli asfeed, even at the longest durations.

C. Discussion

This second experiment was undertaken to see if chil-
dren and adults would demonstrate the labeling pattern ob-

served for stimuli created from natural tokens in Experiment
1: That is, would listeners of all ages weight formant offsets
greatly and vocalic duration much less so? Four sets of
stimuli were created from natural tokens varying in place of
constriction for both the stop and the vowel. For all sets of
stimuli, the partialrs revealed that adults, 7-year-olds, and
5-year-olds alike weighted formant offsets greatly, and vo-
calic duration much less so. For all sets of stimuli, adults,
7-year-olds, and 5-year-olds alike showed large separations
between functions, depending on whether stimuli were cre-
ated from words with voiceless or voiced final stops. Be-
cause earlier studies have attributed this effect to syllable-
offset transitions, we conclude that these transitions are the
most likely source of the effect here, as well. For all sets of
stimuli, adults, 7-year-olds, and 5-year-olds failed to show
particularly steep functions. However, as with the one set of
stimuli created from natural tokens in Experiment 1, age-
related differences in slope were observed for labeling func-
tions of all stimuli created from words with voiced final
stops. Only one of the functions for stimuli created from
words with voiceless final stops showed this age effect. In
summary, the general pattern of developmental increase in
the weighting of vocalic duration was somewhat attenuated
for these natural stimuli, but it certainly was not eradicated.

IV. GENERAL DISCUSSION

The original goal of this study was to examine whether
children learning English as their first language would dem-
onstrate the same weighting strategies for words ending in
voiced and voiceless stops as non-native English-speaking

TABLE IX. Mean slopes, across functions, and for voiceless and voiced
stimuli separately, Experiment 2.Note: Standard deviations~SDs! are given
in parentheses.

Adults 7-year-olds 5-year-olds

Mean slope, across functions
cop/cob 0.56

~0.22!
0.37

~0.19!
0.34

~0.16!
feet/feed 0.67

~0.16!
0.44

~0.18!
0.31

~0.24!
boot/booed 0.60

~0.22!
0.36

~0.17!
0.34

~0.12!
pick/pig 0.37

~0.23!
0.26

~0.12!
0.25

~0.14!
Mean slope, voiceless stimuli

cop 0.49
~0.28!

0.27
~0.31!

0.24
~0.17!

feet 0.45
~0.24!

0.25
~0.22!

0.20
~0.18!

boot 0.35
~0.31!

0.17
~0.21!

0.20
~0.17!

pick 0.22
~0.18!

0.17
~0.17!

0.23
~0.32!

Mean slope, voiced stimuli
cob 0.62

~0.24!
0.47

~0.16!
0.41

~0.18!
feed 0.88

~0.22!
0.62

~0.23!
0.41

~0.31!
booed 0.85

~0.36!
0.55

~0.37!
0.49

~0.17!
pig 0.52

~0.36!
0.35

~0.21!
0.27

~0.18!
FIG. 6. Mean labeling functions for each age group for naturalfeet/feed
stimuli, Experiment 2.
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adults have demonstrated in experiments by others. Regard-
ing weighting strategies for native English-speaking adults, it
was assumed at the outset that the results of other investiga-
tors showing that vocalic duration is an important, if not
primary, cue to voicing for syllable-final consonants would
be easily replicated. Accordingly, the synthetic stimuli of
Crowther and Mann~1992, 1994! were used, and a second
set of synthetic stimuli created with the same general design.
Vocalic durations and F1-offset transitions in these stimuli
matched what is found in natural speech samples, but other
aspects of acoustic structure were held constant across
stimuli. Adults’ results for both sets of stimuli did indeed
match those obtained by Crowther and Mann from native
English-speaking adults: Vocalic duration was weighted
strongly, with much less weight given to F1-offset transi-
tions. Children’s results for vocalic duration fit predictions
derived from studies of non-native English-speaking adults:
children weighted vocalic duration less than the native
English-speaking adults in this study did. At the same time,
children’s results for the F1-offset transitions fit predictions
derived from other developmental studies: children relied on
these dynamic signal components more than the adults did.

If this study had stopped there, longstanding views of
human speech perception, and of how it develops, would
have been perpetuated. However, modified natural stimuli
were also included in this study. With those stimuli, adults
and children alike mainly made decisions about final-stop
voicing based on some property~or properties! of the natural
stimuli other than vocalic duration. The most likely candi-
date for this other property is syllable-offset transitions—the
dynamic components of the signal. This perceptual strategy
had been predicted for children. It was adults who performed
differently from expectations. Adults’ apparently strong reli-
ance on dynamic signal components in these phonetic judg-
ments requires a reconsideration of basic principles regard-
ing speech perception. To be sure, a few investigators in the
past have suggested that vocalic duration is not a critical cue
to adults’ voicing decisions for final consonants~Hillenbrand
et al., 1984; Wardrip-Fruin, 1982!. Nonetheless, vocalic du-
ration has continued to be studied as a critical cue to
syllable-final voicing, and so is presumably considered by
many investigators to be just such a cue. In fact, Wardrip-
Fruin herself investigated the development of children’s
abilities to use vocalic duration as a cue to final-consonant
voicing just two years after concluding that it was not an
adequate or necessary cue in adults’ speech perception
~Wardrip-Fruin and Peach, 1984!. In that later study she con-
cluded that adults use both syllable-offset transitionsandvo-
calic duration in voicing decisions for final stops. Thus, the
role of vocalic duration in these decisions remains equivocal,
and any debate on this question reflects general controversy
over theories of speech perception. For most of the history of
human speech perception research, predominant theories
have held that listeners make phonetic judgments by sum-
ming the information provided by several acoustic properties
~e.g., Hodgson and Miller, 1992; Hogan and Rozsypal, 1980;
Kewley-Port, Pisoni, and Studdert-Kennedy, 1983; Massaro
and Oden, 1980!. However, experiments showing that listen-
ers can recover a phonetic representation from sine wave

replicas of speech, which lack most of the static spectral
properties of natural speech, have led to the suggestion that
human speech perception may actually involve the tracking
of dynamic changes in the speech wave form~e.g., Remez
et al., 1981!. Of course, that conclusion was reached with
stimuli that are highly unnatural, and therefore its ability to
explain the perception of natural speech signals can be ques-
tioned.

Many experiments using modified natural stimuli or syn-
thesized formant speech have demonstrated that adults use
acoustic information that is not dynamic in their phonetic
decisions. For example, adults use static spectral information
~such as fricative noises! in decisions about sibilant place of
constriction ~e.g., Heinz and Stevens, 1961; Kunisaki and
Fujisaki, 1977; Nittrouer and Miller, 1997!, and use temporal
information in decisions about voicing of initial stops and
stops in clusters~e.g., Abramson and Lisker, 1967; Best,
Morrongiello, and Robson, 1981; Nittrouer, Crowther, and
Miller, 1998!. At the same time, however, when phonetic
information from static spectral and/or temporal properties is
constrained by natural conditions, adults increase the weight
they assign to dynamic signal components. For example,
natural /f/ and /u/ noises differ from each other spectrally far
less than /s/ and /*/ noises, and so adults weight the fricative-
vowel formant transitions more in decisions of fricative
place for /f/-vowel and /u/-vowel sequences than for /s/-
vowel and /*/-vowel sequences~Harris, 1958; Nittrouer,
2002!. The most novel finding reported in the current study
is that adults weighted formant transitions at voicing offset
greatly in these voicing decisions, even though a temporal
property was readily available. This result suggests that ex-
perienced language users, as well as less-experienced chil-
dren, may actually track the dynamic changes of the vocal
tract, as suggested by investigators such as Remezet al.
~1981!. While this suggestion is not new, this study elegantly
demonstrates the principle for natural signals.

There is, however, one caveat to this suggestion. The
conclusion that adults use dynamic signal properties in the
perception of natural speech was reached because of struc-
tural differences in the synthetic and natural stimuli used in
these two experiments. Both sets of synthetic stimuli lacked
formant transitions higher than F1, but all five sets of natural
stimuli included those higher transitions. As a result of this
difference between synthetic and natural stimuli, the conclu-
sion was reached that it must have been the syllable-offset
transitions in the natural stimuli that evoked the voiced or
voiceless percepts for listeners. But, in fact, there were other
attributes of the natural signals that could have accounted for
the phonetic decisions. For example, F1 frequency is higher
at syllable center in syllables with voiceless, rather than
voiced, stops~Nittrouer et al., submitted; Summers, 1987!,
and this property has some effect on voicing decisions for
adults ~Summers, 1988!. However, the weight assigned to
this property compared to other acoustic properties has not
been thoroughly studied, and no study has been conducted of
the effects of F1 at syllable center on children’s voicing de-
cisions. Also, intensity decays more rapidly at syllable offset
for voiceless final stops~Hillenbrandet al., 1984!. The per-
ceptual weight assigned to this property has not been in-
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vestigated independently of spectral changes at syllable off-
set. Investigations specifically manipulating these other prop-
erties must be completed before it can be unequivocally
concluded that formant transitions at the syllable’s offset in
natural tokens account largely for voicing decisions by adults
and children.

In the same vein, the current study did not manipulate all
potential cues to syllable-final stop voicing. In particular, re-
lease bursts and voicing during closure were removed from
the natural stimuli, and were simply not present in the syn-
thetic stimuli. Although Hillenbrandet al. ~1984! suggested
that the release burst and voicing during closure contribute
little to voicing decisions for final stops, those investigators
only examined adults’ perception. Of course, noise spectra
would be predicted to contribute mostly to decisions of con-
striction place, rather than of voicing. In addition, it has been
consistently shown that children do not weight noise spectra
greatly in place decisions for syllable-initial voiceless stops
~e.g., Parnell and Amerman, 1978! or fricatives ~e.g., Nit-
trouer, 1992; Nittrouer and Miller, 1997!. Thus, there is little
reason to suspect that release bursts would influence listen-
ers’ ~especially children’s! decisions about the voicing of
syllable-final obstruents. Nonetheless, the influence specifi-
cally of burst releases, as well as of voicing during closure,
on voicing decisions for final obstruents warrants examina-
tion.

In summary, this study was undertaken to examine
whether young children’s weighting of vocalic duration and
syllable-offset transitions in decisions of voicing for final
stops would match predictions derived from developmental
and cross-linguistic studies. As predicted by other develop-
mental studies, as well as by cross-linguistic studies with
adults, children were found to weight vocalic duration less
and syllable-offset transitions more than adults when syn-
thetic stimuli were used. When edited, natural stimuli were
presented, listeners of all ages based voicing decisions for
final stops largely on some acoustic property~or properties!
other than vocalic duration, although evidence of a develop-
mental increase in the weighting of vocalic duration re-
mained. Most likely, the other acoustic properties weighted
heavily were the dynamic syllable-offset transitions.
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Current theories of cross-language speech perception claim that patterns of perceptual assimilation
of non-native segments to native categories predict relative difficulties in learning to perceive~and
produce! non-native phones. Cross-language spectral similarity of North German~NG! and
American English~AE! vowels produced in isolated hVC~a! ~di!syllables~study 1! and in hVC
syllables embedded in a short sentence~study 2! was determined by discriminant analyses, to
examine the extent to which acoustic similarity was predictive of perceptual similarity patterns. The
perceptual assimilation of NG vowels to native AE vowel categories by AE listeners with no
German language experience was then assessed directly. Both studies showed that acoustic
similarity of AE and NG vowels did not always predict perceptual similarity, especially for ‘‘new’’
NG front rounded vowels and for ‘‘similar’’ NG front and back mid and mid-low vowels. Both
acoustic and perceptual similarity of NG and AE vowels varied as a function of the prosodic context,
although vowel duration differences did not affect perceptual assimilation patterns. When duration
and spectral similarity were in conflict, AE listeners assimilated vowels on the basis of spectral
similarity in both prosodic contexts. ©2004 Acoustical Society of America.
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I. INTRODUCTION

In recent years, there has been increased interest in
cross-language comparisons of phonetic categories, growing
out of the well-documented problems that adult second lan-
guage~L2! learners have in acquiring a new phonological
system. In his Speech Learning Model~SLM!, Flege~1995!
claims that continuing problems with ‘‘accented’’ production
of phonetic segments can be attributed in large part to L2
learners’ representation of the L2 segments as equivalent to
‘‘similar’’ segments in the native language~L1!. That is, if
the L2 phones are sufficiently similar to L1 phones, they will
be perceptually assimilated to those native categories, with
the result that both L1 and L2 segments are produced differ-
ently from native monolingual speakers’ utterances. If, how-
ever, L2 phones are sufficiently dissimilar from any L1 cat-
egory~i.e., ‘‘new’’ !, the L2 learner will~eventually! establish
distinct L1 and L2 phonetic categories, and production of the
L2 segments will become more native-like.

In her Perceptual Assimilation Model~PAM!, Best
~1994, 1995! also invokes the concept of cross-language
phonetic similarity to predict the relative difficulties that lis-
teners will have in perceptual differentiation of non-native
segmental contrasts. She describes several patterns of per-
ceptual assimilation of L2 segments to L1 phonological cat-

egories, which are determined by theperceivedphonetic
similarity of L1 and L2 segments. Two L2 segments which
are judged as equally ‘‘good’’ instances of a single L1 cat-
egory~Single-Category pattern! will be most difficult to dif-
ferentiate, while two L2 segments that are assimilated to two
different L1 categories~Two-Category pattern! will be very
easy to discriminate. In addition, contrasting L2 segments
that differ in their judged goodness as instances of a single
L1 category~Category-Goodness pattern! will yield interme-
diate levels of perceptual difficulty. Finally, if an L2 segment
is sufficiently dissimilar from any L1 category, it may be
considered an ‘‘uncategorizable’’ speech sound. When paired
with another L2 phone that is phonetically similar enough to
be categorized as an instance of an L1 category~i.e., it is
categorizable!, the two phones~Uncategorizable versus Cat-
egorizable! will be relatively easily discriminated.

According to both these models, then, the perceived
similarity of segments in L1 and L2 is an important deter-
miner of the pattern of initial perceptual problems and per-
sistent learning difficulties adult L2 learners have in master-
ing the L2 phonological system. It is critical, therefore, that
cross-language perceptual similarity be established,indepen-
dent of identification or discrimination performance, in order
to predict L2 learning difficulties more accurately. In the
work of Flege and Best, as well as other researchers in the
field, perceptual similarity has been inferred from~1! a com-
parison of impressionistic descriptions of the phonetic seg-a!Electronic mail: strangepin@aol.com
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ments ~e.g., Best and Strange, 1992!, ~2! transcriptions or
reports from listeners about similarities between native and
non-native segments~e.g., Best, Faber, and Levitt, 1996! or
~3! cross-language comparisons of the acoustic structure of
the non-native segments~e.g., Flege, 1987; Bohn and Flege,
1990!. In more recent studies, perceptual similarity has been
assessed directly, using a perceptual assimilation task in
which listeners are presented non-native segments and asked
to categorize them with respect to which native category they
are most similar and to rate their ‘‘category goodness’’ as
exemplars of the chosen categories~e.g., Bohn and Flege,
1990; Guion, Flege, Akahane-Yamada, and Pruitt, 2000;
Strange, Akahane-Yamada, Kubo, Trent, Nishi, and Jenkins,
1998; Strange, Akahane-Yamada, Kubo, Trent, and Nishi,
2001!.

In the study reported here, the phonetic similarity of
North German~NG! and American English~AE! vowels was
investigated. Results of acoustical analysis of a corpus of NG
vowels were compared with data from a similar corpus of
AE vowels. Perceptual similarity was assessed directly using
the perceptual assimilation task in which native speakers of
AE with no previous experience with German were asked to
categorize and rate NG vowels as exemplars of AE vowel
categories. Acoustic and perceptual similarity patterns were
then compared to determine the extent to which perceptual
similarity of sets of NG vowels were predictable from their
context-specific similarity in spectral and temporal structure
to AE vowels. Of additional interest was the extent to which
acoustic and perceptual similarity varied as a function of
prosodic context~citation-form lists vs sentences spoken at
continuous speech rates!.

The German vowel inventory consists of 14 distinctive
monophthongs that include 7 tense–lax~long–short or
close–open! pairs: the front unrounded high@{b-(# and mid
@|b-«# vowels, and back rounded high@Éb-*# and mid@Çb-Åb#
vowels, the front rounded high@Ñb-+# and mid@Ö-!# vowels
and the low vowels@Äb-~#. In North German~NG! dialects,
high and mid tense versus lax vowel pairs are differentiated
phonetically by both vocalic duration and tongue/jaw posi-
tion, with the lax vowel of each pair lower~more open! and
more centralized than the tense vowel; the low vowels are
differentiated almost entirely by duration.1 The standard
American English~AE! inventory includes nine so-called
monophthongs and two diphthongized nonrhotic vowels: a
front-unrounded series@{b, (, |(̂, «, ,b#, a back-rounded series

@Éb, *, Ç*̂, Åb#, and the low and mid-low back vowels@Äb, ##.

While AE vowels differ phonetically in intrinsic duration, as
indicated in their transcription above (@b#5 long), length is
considered a secondary or redundant feature of vowel height
or closeness~Peterson and Lehiste, 1960; Crystal and House,
1988a, 1988b; Hillenbrand, Clark, and Houde, 2000!. Thus,
North German and American English are similar in that vow-
els are distinguished phonetically by five levels of vowel
height/openness and by backness. The vowel inventories dif-
fer in that lip rounding is redundant with backness in En-
glish, whereas it distinguishes unrounded and rounded front
vowels in German. Finally, in North German, long and short
vowels are realized in careful speech with larger relative du-

ration differences than are long and short vowels in Ameri-
can English~Strange and Bohn, 1998!. In both languages,
vocalic duration also varies with vowel height such that high
vowels are shorter than low vowels, with mid vowels inter-
mediate in duration~Strange and Bohn, 1998; Strangeet al.,
1998!.

According to traditional articulatory-phonetic descrip-
tions, then, NG front rounded vowels do not have counter-
parts in the AE vowel inventory~they are ‘‘new’’ in Flege’s
terminology!. NG @a# and AE@## can be considered ‘‘similar’’
in tongue height and position and are both short monoph-
thongs, while NG@Å# and AE @Åb# are ‘‘similar’’ in tongue
height, but differ in intrinsic duration. Finally, NG@|b, Çb#
are monophthongal long vowels, while their AE counterparts
are diphthongized~and long! in most phonetic and prosodic
contexts.

It is well known that speakers of languages that do not
contrast front rounded vowels with either front unrounded or
back rounded vowels have difficulty learning to perceive and
produce these vowels. However, previous research has pro-
duced conflicting results with respect to native AE speakers’
ability to perceptually differentiate such contrasts in German
and French. Polka~1995! reported native-like categorial dis-
crimination by AE listeners of NG back versus front rounded
high tense/u–y/, but less than native-like discrimination of
the mid-high lax pair/*-+/; vowels were produced and pre-
sented in citation-form dVt syllables. In contrast, Gottfried
~1984!, and later Levy and Strange~2002!, reported that
@u–y#, as spoken by Parisian French speakers, was very dif-
ficult for native English speakers to perceptually differenti-
ate, even after years of experience speaking French~see also
Rochet, 1995!. Bestet al. ~1996! reported relatively poor dis-
crimination by inexperienced English listeners of the Norwe-
gian high front unrounded versus outrounded@i–y# in
citation-form bV syllables, while Levy and Strange’s sub-
jects did relatively well on French unrounded versus~out!-
rounded@i–y# in dVt syllables. Finally, both Gottfried and
Levy and Strange reported significant differences in percep-
tual performance as a function of the syllabic and consonan-
tal context in which the French front rounded vowels were
produced and presented. Levy and Strange reported that in-
experienced listeners had difficulty discriminating@i–y# in
bVp syllables but not in dVt syllables, whereas the opposite
pattern was true for the@u–y# contrast.~Contextual effects
on perceptual assimilation will be addressed in a forthcom-
ing paper.!

These discrepant results within and across studies and
languages clearly indicate that the prediction of difficulty in
the perception of non-native vowels by adult L2 learners,
based on contrastive analyses at the level of abstract phono-
logical features or impressionistic descriptions of phonetic
segments, is doomed to failure~cf. Kohler, 1981!. Across
languages, vowels that are transcribed as ‘‘the same’’ can be
very different acoustically~e.g., French front rounded@y# is
more front acoustically than is German front rounded@y#
@Strangeet al., 2002#!. Thus, it is necessary to establish
cross-language similarities and differences of vowels at a
level more closely associated with their phonetic realization
in the particular languages under comparison, if we are to
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gain a better understanding of the perceptual problems facing
second-language learners. Furthermore, the extent to which
perceivedphonetic similarity may be predicted from a com-
parison of cross-language context-specific acoustic similarity
must be established. For instance, Flege and Hillenbrand
~1984! reported that AE learners of FrenchproducedFrench
@tu# more ‘‘authentically’’ than @ty#, as judged by native
French listeners. However, acoustic analysis showed that
their @y# tokens were more similar to native French tokens
than were@u# tokens. They inferred from these data that for
AE speakers, French@u# was perceptually similar to its AE
counterpart, while French@y# was perceived as a ‘‘new’’
vowel ~i.e., was perceptually dissimilar from any AE vowel!.
However, no direct assessment of perceptual similarity was
made, and no comparison of native French front and back
rounded vowels with AE back and front vowels was in-
cluded.

In the present study, a primary goal was the systematic
evaluation of the acoustic and perceptual similarity of NG
front rounded vowels relative to AE front unrounded and
back rounded vowels. However, rather than investigating
only these four NG vowels, both acoustical and perceptual
comparisons included the entire inventory of 14 NG
monophthongs in comparison with the 11 AE vowels. We
reasoned that since vowels are perceived with respect to their
relative positions in a speaker’s ‘‘vowel space,’’ it was im-
portant to assess cross-language acoustic and perceptual
similarity of the complete vowel inventories of both lan-
guages. In acoustic analyses, questions about the relative
spacing of vowels in the vowel space could be more accu-
rately determined across languages, and issues about speaker
normalization could be addressed. For the investigation of
the perceptual assimilation of NG vowels by AE listeners,
presenting the entire vowel inventory of each speaker would
allow the listeners to ‘‘normalize’’ the speaker’s utterances.
In addition, questions about the perception by AE listeners of
‘‘similar’’ and ‘‘identical’’ NG vowels could be answered.

In this study, cross-language acoustic and perceptual
similarity of NG and AE vowels was determined for produc-
tions that were relatively uninfluenced by the surrounding
consonantal context; i.e., with vowels considered to reflect
‘‘canonical vowel targets’’ for each language. The NG vow-
els were produced and presented in hVp syllables spoken in
lists ~citation-form syllables! ~study 1! and in the same syl-
lables produced and presented in short carrier sentences
~study 2!.2 Because short vowels do not occur in open syl-
lables in English or in German, the CVC structure was cho-
sen. The initial /*/ and voiceless labial stop /!/ are phono-
logically appropriate in the word-initial and word-final
position, respectively, in both German and English and pro-
nounced similarly in both languages. Thus, it was assumed
that judgements of cross-language perceptual similarity of
these syllables would be attributable to the vowels them-
selves, with little effect of the surrounding consonants on
either their production or their perception.

Previous studies of the perception of German vowels
~Polka, 1995; Polka and Bohn, 1996! and French vowels
~Gottfried, 1984; Rochet, 1995! by AE listeners using mate-
rials in which the vowels were produced and presented in the

coronal consonant context lead to the prediction that AE lis-
teners will assimilate NG front rounded vowels to back
rounded AE vowels. However, in many dialects of American
English, back rounded high and mid-high vowels in coronal
contexts have higher F2 frequencies than in noncoronal con-
texts; that is, they are allophonically ‘‘fronted’’ in coarticu-
lation with coronal consonants~Stevens and House, 1963;
Strange, 1989; Hillenbrandet al., 2001!. Thus, NG front
rounded vowels may be perceived as more similar to AE
so-called back rounded vowels in alveolar contexts than
when preceded or followed by noncoronal consonants.

Our second goal in this study was to examine the acous-
tic and perceptual similarity of the ‘‘similar’’ mid and mid-
low vowels, NG@|b, «, Çb, Å# and AE @|(̂, «, Ç*̂, Åb#. Got-
tfried ~1984! reported that French@{–|# and @e–«# were
difficult for native English speakers to discriminate when
presented in isolation and in a tVt context~Gottfried, 1984!.
Previous acoustical studies of AE and NG vowels~Hillen-
brandet al., 2001; Strange and Bohn, 1998; see also Steinlen
and Bohn, 1999; Steinlen, 2002, for Southern British English
and German vowels! suggest that there are differences in the
realization of mid and mid-low vowels~i.e., their location in
F1/F2 vowel space relative to high and low vowels!, in ad-
dition to the differences in diphthongization~for @eb, ob#! and
duration ~for @Å#!. If acoustical analyses revealed that NG
mid long and mid-low short vowels were produced ‘‘higher’’
in vowel space relative to their AE counterparts, we might
expect that AE listeners would assimilate mid and mid low
vowels to high and mid-high AE categories, respectively, at
least some of the time.

Our final goal in this study was to investigate the rela-
tive contribution of vocalic duration to the perceptual simi-
larity of NG vowels for AE listeners. Bohn~1995! has
claimed that when non-native vowels have no spectral coun-
terpart in the native language, listeners may attend more to
temporal cues to distinguish them, even when vowel length
is not phonologically contrastive in their native vowel sys-
tem. In a previous study of Japanese listeners’ perceptual
assimilation of AE vowels, Strangeet al. ~1998! reported
that temporal assimilation patterns varied systematically with
prosodic context. Japanese listeners heard long versus short
AE vowels as more similar to long~two-mora! versus short
~one-mora! Japanese vowels, respectively, when hVb syl-
lables were produced and presented in sentence context, de-
spite the fact that the acoustic durations of long and short AE
vowels were very similar in both sets of materials~and the
differences were smaller than for Japanese vowels!. It was
concluded that the rhythmic structure of the sentences al-
lowed Japanese listeners to better ‘‘interpret’’ intrinsic dura-
tion differences of the AE vowels in relating them to their
own vowel inventory. In the present study, it was hypoth-
esized that long and short NG vowels would be perceptually
assimilated to long and short AE vowels more consistently
when presented in the sentence context than in the isolated
syllable context.
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II. ACOUSTIC AND PERCEPTUAL SIMILARITY OF NG
AND AE VOWELS PRODUCED IN CITATION-
FORM SYLLABLES

Study 1 examined a corpus of vowels produced by four
adult male native speakers of NG in citation-form hVp syl-
lables. An acoustical analysis was performed to provide de-
scriptive data about average formant frequencies and relative
durations of these ‘‘canonical’’ NG vowels. Discriminant
analyses were then used to establish the extent to which the
14 vowels were differentiated spectrally~using formant fre-
quencies as input parameters! and the contribution of relative
duration to acoustic differentiation~adding duration as an
input parameter!. Acoustic similarity to an existing corpus of
AE vowels produced in citation-form lists of hVba disyl-
lables was then established using discriminant analyses in
which AE vowels served as the input corpus and NG vowels
as the test corpus. We were especially interested in the acous-
tic similarity of NG front rounded vowels to AE front and
back vowels. Although the consonantal and syllable context
differed somewhat from the NG corpus, it was presumed that
the influence of final consonants~/p/ vs /b/! and syllable
structure~monosyllable versus disyllable! across corpora on
the ‘‘target’’ formant frequencies of the vowels would be
comparable~and minimal!, and that within-languagerelative
vowel durations would be interpretable, despite the possible
effects of final consonant voicing and syllable structure dif-
ferences on absolute vocalic durations. On the basis of these
cross-language acoustical comparisons, predictions were
made with respect to how native AE listeners with no
German-language experience would perceptually assimilate
NG vowels to their native AE vowel categories.

A. Acoustic similarity of NG and AE vowels

1. Speakers and stimulus materials

Four male speakers of North German produced the NG
stimulus corpus; all four had lived in northern Germany
~Kiel, West Holstein, Hamburg, Lubeck! all their lives and
had not resided in an English speaking country for more than
a few months. They were enrolled as students at Kiel Uni-
versity at the time of recording. The speakers ranged in age
from 25 to 29 years old, and~as is typical of college students
in Germany! all had studied English for at least nine years.
They had also studied French in high school~2–4 years!.

Recordings were made in a quiet room at Kiel Univer-
sity by the second author~a native speaker of German!, with
the first author in attendance, using a Sony ECM-939LT~ste-
reo electret condenser microphone! connected to a Marantz
PMD 420 cassette tape recorder~as a preamplifier! fed to a
Sony DTC-P7 DAT tape deck~48 KHz sampling rate!. The
14 nonsense syllables were printed individually on index
cards in German orthography with an identifying number
printed before each syllable. The speakers were given in-
structions and practice as needed to produce the number and
the syllable, with a pause between, and falling intonation on
the syllable. During practice, clear errors in vowel produc-
tion were corrected, but minor dialectal variations were not
commented on. Each speaker recorded three randomizations
of 15 stimuli in which the last stimulus was the same as the

first. This last utterance was discarded to eliminate any list-
final differences in production. The first randomization was
used primarily for practice and was not included in the final
stimulus corpus unless a token in randomization 2 or 3 was
deemed less acceptable as an exemplar of that vowel. After
recording, a phonetically trained NG speaker listened to all
of the tokens produced by each of the four speakers. The
selected exemplars were all considered good tokens of the
NG vowels by this listener. The final stimulus corpus in-
cluded 28 stimuli (2 tokens314 vowels) for each of four
speakers for a total of 112 stimuli. The stimuli were digitally
transferred from a DAT recorder~Tascam DA-30 MK II! to a
Power Macintosh 8100/100 computer via an Audiomedia II
digital I/O sound card. Sound files were then downsampled
to 22.01 kHz with 16-bit amplitude resolution and the iden-
tifying numbers were deleted from each file.

Four adult male native speakers of AE produced mul-
tiple instances of the 11 AE vowels in citation-form hVba
context.~This corpus was the same as that used in a study of
perceptual similarity of Japanese and AE vowels, Strange
et al., 1998!. Three of the speakers were residing at the Uni-
versity of South Florida at the time of testing; the remaining
speaker was residing in Japan at the time of recording. For
the three Florida participants, stimuli were recorded in an
IAC chamber using a dynamic microphone~Panasonic WM-
1325! fed to a DAT recorder~SONY TCD-D10!. The speaker
residing in Japan was recorded in an anechoic chamber, us-
ing a condenser microphone~SONY ECM-77! fed to a DAT
recorder~SONY PCM-2500A,B!. Speakers produced the 11
AE vowels in lists of hVba disyllables, each preceded by an
identifying number. Each speaker produced 4 randomizations
of 12 syllables, where the 12th utterance was identical to the
first; this utterance was not used. Utterances from random-
izations 2, 3, and 4 were used as stimulus tokens. Thus, for
each speaker, there were 33 stimuli (3 instances
311 vowels). The stimuli were recorded at 48 kHz, digitally
transferred to a Power Macintosh 8100/100 computer via an
Audiomedia II digital I/O soundcard, downsampled to 22.01
kHz with 16 bit amplitude resolution, and then identifying
numbers were deleted from the files.

2. Acoustic analysis

Temporal and spectral measurements were performed
using SoundScope/16 1.44~ppc!™ speech analysis software
designed by GW Instruments, Inc.~© Copyright 1992 GWI,
Somerville, MA 02143!. Temporal measurements were made
from an inspection of time-synchronized wave form and
wideband spectrogram displays~300 Hz filter, 6 dB pre-
emphasis! with LPC formant tracks superimposed. Vocalic
duration was defined as beginning at the onset of voicing
after the /h/~the beginning of the first pitch period! and ter-
minating at the end of the final pitch period before consonant
closure~end of upper formant energy in the case of AE /b/,
silence in the case of NG /p/!. Spectral measures were de-
rived from analysis windows at three relative temporal
locations—25%, 50%, and 75%—within the vocalic nucleus;
only data from the 50% windows~temporal midpoint of the
vocalic nuclei! are reported here. LPC spectra~28 coeffi-
cients! were computed using a 25 ms Hamming window cen-
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tered around the 50% location and values for the first three
spectral peaks were tabulated. When LPC peak values re-
flected spurious peaks or missed formants~based on an in-
spection of the spectrogram and formant history! manual
placement of the marker on wideband FFT spectra or, in rare
cases, narrow band FFT were used to estimate formant val-
ues.

3. Results

Figure 1~A! displays the 112 NG stimuli as points in
F1/F2 Bark space; ellipses surround all 8 instances of each
vowel (2 instances34 speakers). Figure 1~B! displays the
132 stimuli of the AE corpus for comparison. In both these
plots, long vowels are depicted by closed symbols; short
vowels are depicted by open symbols. Table I presents the
frequencies of the first three formants and the vocalic dura-
tions of each vowel, averaged over all speakers’ tokens~8 for
NG; 12 for AE!. German vowels are shown on the left; AE
vowels on the right. Identical or similar vowels across lan-
guages are shown in the same rows to facilitate comparison.

As Fig. 1 shows, the NG front rounded vowels appear to
be spectrally more similar to NG front unrounded vowels,
than to NG back rounded vowels. It is also apparent that the
so-called mid long vowels@eb, Öb, Çb# were realized with
relatively low F1 values, i.e., they were relatively ‘‘high’’
~and close to high long vowels! in the acoustic vowel space.
In fact, F1 values for short so-called mid-high vowels@(, +,
*# were actually higher on average than the mid long vowels,
although categories overlapped somewhat in formant values.
Finally, NG long and short low vowels overlapped spectrally.

The AE vowel space showed different patterns of spec-
tral similarity. Mid long and high–mid short vowels@|(̂, Ç*̂,
(, *# overlapped in F1 values, but tended to be differentiated
in F2 values. Relative to NG vowels, AE@|(̂, Ç*̂] appeared
to be spectrally more differentiated from@{b, ub#. Other spec-
trally similar long and short vowels overlapped in vowel
space@,b-«, Åb-#, Äb-##. Finally, @Äb-Åb# long vowels showed
spectral overlap typical of many AE dialects.

In comparing the relative duration differences of NG
and AE vowels shown in Table I, the short NG vowels were
slightly shorter, on average, than the AE short vowels (NG
580 ms;AE590 ms), whereas the long NG vowels were
considerably longer than the AE vowels~153 msvs115 ms!.
Thus, as expected from phonological descriptions of German
and English, the ratio of long to short vowels for NG~1.9!
was substantially greater than the long/short ratio for AE
vowels ~1.3! for these citation-form utterances.

FIG. 1. Formant 1/formant 2~Bark! plots of North German~A! and Ameri-
can English~B! vowel corpora in Study 1. Citation-form~di!syllables.

TABLE I. Average formant frequencies and durations of North German~NG! and American English~AE!
vowels in citation-form syllables—study 1. NG long/short vowel ratio51.9. AE long/short vowel ratio51.3.

NG F1 F2 F3 Duration AE F1 F2 F3 Duration

{b 309 1986 2960 137 {b 312 2307 2917 100
( 428 1800 2460 70 ( 486 1785 2573 86

|b 393 2010 2651 161 |(̂ 472 2062 2660 122
« 573 1738 2454 83 « 633 1588 2553 91

,b 730 1568 2519 123
Ñb 301 1569 1934 142
+ 428 1340 2137 85
Öb 393 1388 2045 165
! 559 1353 2277 93
Éb 320 689 1978 129 Éb 348 995 2374 104
* 457 834 2368 71 * 489 1148 2472 93
Çb 415 683 2277 165 Ç*̂ 500 909 2643 112
Å 589 893 2497 76 Åb 678 1062 2678 132
Äb 718 1146 2508 172 Äb 753 1250 2596 109
~ 710 1200 2409 82 # 635 1189 2619 89
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With respect to cross-language comparisons of spectral
patterns, the averages for NG and AE vowels demonstrate
considerable cross-language variability in the acoustic simi-
larity of so-called identical and similar vowels. To illustrate
this comparison, Fig. 2 displays the distributions, in F1/F2
Bark3 space, of each NG vowel~filled symbols circum-
scribed by solid ellipses!, superimposed on ellipses sur-
rounding the 12 instances of each of the AE vowels~dashed
lines!. For clarity, the 7 long NG vowels are shown in Fig.
2~A!, while the 7 short vowels are superimposed on the same
AE data in Fig 2~B!, and the individual AE tokens are not
plotted. As the figure and Table I show, the point vowels@{b,
Äb# were quite similar for the two corpora, suggesting that
differences in other vowels were probably not due to overall
differences in the vocal tract size and shape of these speak-
ers.

In order to quantify within- and cross-language similari-
ties in acoustic structure@including F3 values not shown in
Figs. 2~A! and 2~B!#, a series of linear discriminant analyses
~Klecka, 1980! were performed. First, separate analyses of
the NG corpus and the AE corpus were computed to quantify
spectral differentiation. For each analysis, F1/F2/F3 fre-
quency values~in Barks! served as input parameters to es-
tablish centers of gravity in formant space for the 11 AE
vowel categories and 14 NG vowel categories, respectively.

A second set of discriminant analyses were performed, in
which the vocalic duration was added as an input parameter;
again, separate analyses were performed for the NG and AE
corpus. Percentages of the ‘‘correct’’ classification of the
stimuli as the intended vowels, based on optimal parameter
weightings established for the input set, were then computed.

For the NG corpus, the overall classification on the basis
of spectral parameters alone~79% correct! reflected the con-
siderable overlap of so-called mid long@|b, Öb, Ç# with so-
called mid-high short vowels@(, +, *# and of long and short
low vowels @Äb, ~#, as can be seen in Fig. 1~A!.

Correct classification ranged from 38% to 75% on these
8 vowels; the other 6 vowels were differentiated spectrally
with 100% accuracy. When the duration was included as an
additional input variable, the overall correct classification
rose markedly (overall593%; range across 14 vowels
563% to 100%!; at least 7 of 8 tokens of all vowels except
@Çb# were correctly classified. The remaining errors included
confusions of adjacent ‘‘height’’ categories@Éb-Çb, +-!, *-Å#
and adjacent short/long vowels@|b-(, Äb-~, Çb-*#.

Discriminant analysis results for the 132-stimulus AE
corpus, based on spectral parameters alone, yielded 86%
overall correct classification as the speakers’ intended vowels
~range across 11 vowels550% – 100%). As Fig. 1~B! sug-
gests, most confusions were between spectrally adjacent
long/short vowel pairs@|(̂-(, ,b-«, Äb-#, Éb or Ç*̂-*#, and
between@Äb-Åb#. When vocalic duration was added as an ad-
ditional input parameter, the correct classification improved
(overall592%, range across the 11 vowels583% – 100%),
with at least 11 of 12 instances of all vowels except@,b, Åb#
classified correctly. These within-language analyses support
the conclusion that vowel duration is somewhat more impor-
tant in differentiating spectrally-similar vowels in NG than in
AE. For both corpora, a few acoustic ambiguities remain due
to speaker differences.

Of greatest interest was thecross-languagediscriminant
analysis to establish the spectral similarity of AE and NG
vowels. ~Because the syllable structure and absolute dura-
tions differed for NG and AE corpora, the duration was not
used in cross-language discriminant analysis.! The 112
stimuli of the NG corpus served as the test corpus and were
classified with respect to AE vowel centers of gravity estab-
lished for the 132-stimulus AE input corpus. This was ac-
complished in two steps. First, the 10 so-called identical and
similar NG vowels@{b, (, |b, «, Éb, *, Çb Å, Äb, ~# were tested
against the 11 AE vowel categories. Overall, only 56% of
these NG vowels were classified as exemplars of their AE
counterparts~range across vowels50% – 100%). Clearly
then, NG vowels transcribed with the same phonetic symbols
did not necessarily coincide spectrally to their AE counter-
parts. Second, the 4 front rounded vowels@Ñb, +, Öb, !# were
classified with respect to the 11 AE vowel centers of gravity;
no definition of the ‘‘correct’’ classification of these vowels
was possible.

To specify further the cross-language acoustic similarity
of particular NG and AE vowels~including the front rounded
vowels of greatest interest!, Table II presents classification
results for each NG vowel, grouped into sets of front
rounded vowels~top!, mid and mid-low vowels~middle! and

FIG. 2. North German long vowels~A! and short vowels~B! superimposed
on ellipses of the 11 AE vowel categories. Study 1.
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high, mid-high and low vowels~bottom!. The AE category to
which most tokens of each NG vowel were assigned, is given
in the second column with the number of tokens so assigned
~third column!, while the next two columns show the AE
categories to which the remaining tokens were assigned. For
this analysis, the AE categories@Äb-Åb# were collapsed due to
their considerable spectral and temporal overlap in the com-
parison corpus and their perceptual confusability by many
native AE listeners.

Looking first at the front rounded vowels, results re-
vealed that three of the four vowels were, indeed, acousti-
cally intermediate between front unrounded and back
rounded AE vowels; half the tokens of@+, Öb, !# were clas-
sified as more similar to AE front vowels; half were classi-
fied as AE back vowels. All tokens of NG@Ñ# were spectrally
more similar to front than back AE vowels. Thus, while front
rounded NG vowels are more similar acoustically to front
than back NG vowels@see Fig. 1~A!#, they are only slightly
more similar to front than to back AE vowels. This is be-
cause AE back vowels are acoustically ‘‘fronted’’ relatively
to NG back vowels~see Fig. 2!.

Cross-language acoustic classification patterns for the
mid and mid-low vowels~second set! verify cross-language
differences shown in Fig. 2. Half the tokens of 3 of the NG
vowels @|b, Çb, «# were classified as more similar to higher
AE vowels, while 75% of the NG@Å# tokens were classified
as most similar to AE@Ç*̂#. This confirms earlier findings
that mid and mid-low German vowels are located ‘‘higher’’
in vowel space than are AE mid and mid-low vowels.

With respect to the high, mid-high, and low NG vowels,
only @{b, Éb# were unanimously assigned to their AE counter-
parts. For the other 3 vowels, individual tokens were as-
signed to different AE categories such that the modal assign-
ment percentages varied from 50% to 75%. However,
inconsistency in the classification of NG@(# and @Äb, ~# re-

flected spectral overlap of AE categories@|(̂-(# and@Äb-Åb-##,
respectively. Finally, NG@*# was never classified as most
similar to AE @*#, being acoustically higher and less fronted
than its AE counterpart.

4. Discussion

Results of the acoustic comparison of NG and AE vow-
els can be summarized as follows:~a! NG front rounded
vowels, while more similar acoustically to front unrounded
vowels in German, were found to be acoustically intermedi-
ate between front unrounded and back rounded AE vowels.
~b! While NG back rounded vowels were classified as most
similar spectrally to back AE vowels, F2 values across lan-
guages clearly reveal that AE back vowels were ‘‘fronted’’
relative to their NG counterparts even in this noncoronal
consonantal context.~c! Mid and mid-low NG vowels were
acoustically ‘‘higher’’ than their AE counterparts.~d!
Whereas NG and AE front mid-high@(# were very similar
spectrally, back mid-high@*# differed considerably for NG
and AE vowels. The spectral overlap across NG and AE
corpora for the high front and low back vowels@(b- Äb# sug-
gest that the differences in NG and AE vowels summarized
in ~a!–~d! above were not due to cross-corpora speaker nor-
malization problems, but rather were due to cross-language
differences in relative spacing of vowels in F1/F2/F3 vowel
space.

B. Perceptual similarity of NG and AE vowels

Based on the acoustic comparison of the NG stimuli
with a set of AE vowels produced in a similar consonantal
context, we predicted the following perceptual assimilation
patterns:

~1! NG front rounded@Ñb, +, Öb, !# were expected to be
assimilated inconsistently to front and back AE vowel
categories except for@Ñb#, which would be considered
more similar to AE@{b#. In general, these vowels were
predicted to be judged as very poor exemplars of any AE
category, reflecting the fact that they are phonologically
noncontrastive in English and are acoustically dissimilar
from any AE vowel categories in noncoronal contexts.

~2! NG mid and mid-low vowels@|b, Çb, «, Å# were expected
to be inconsistently assimilated to their AE counterparts
~and considered relatively ‘‘poor’’ exemplars!, due to
their being produced with higher ‘‘target’’ values~lower
F1 frequencies!, and, for the long vowels, as monoph-
thongs. Similarly, NG@*# was expected not to be assimi-
lated to its AE counterpart, but rather heard as more
similar to higher back vowels.

~3! The NG vowels@{b, (, ~b, Éb# were predicted to be con-
sistently assimilated to their AE counterparts. However,
@Éb# might be judged as a relatively poorer exemplar of
its AE counterpart, due to its being acoustically further
‘‘back’’ ~lower F2 frequencies!. NG @~# was expected to
be assimilated consistently to AE@Äb-Åb# or @##, depend-
ing upon the extent to which listeners attended to relative
duration in making cross-language similarity judgments.

TABLE II. Acoustic similarity ~F1/F2/F3 Bark values! of North German
~NG! and American English~AE! vowels: Study 1—syllables.

NG
vowel

Modal classification Other categories

AE
vowel

# of
stimuli

AE
vowel

# of
stimuli

Front rounded Ñb {b 7 ( 1
Öb ( 4 * 2

Éb 2
+ ( 4 * 3

Éb 1
! ( 3 « 1

* 3 # 1
Mid and mid low |b |(̂ 4 {b 2

( 2
Çb Ç*̂ 4 Éb 4
« « 4 ( 4
Å Ç*̂ 6 Åb 2

High {b {b 8
Éb Éb 8

Mid-high ( ( 6 {b 1
|(̂ 1

* Ç*̂ 5 Éb 3
Low Äb Äb-Åb 4 # 4

~ Äb-Åb 5 # 3
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~4! Temporal assimilation patterns of other vowels were also
of interest in this study. While spectral and temporal
acoustic similarity patterns led to the same perceptual
assimilation prediction for most NG vowels,@Öb, Å, *, ~#
provided a test of whether AE listeners would categorize
these vowels as more similar to the spectrally closest AE
vowel or to the temporally more similar AE vowel. If
vowel duration had a significant effect on assimilation of
these vowels, then@Öb# might be expected to be assimi-
lated more often to AE long@{b, Éb# than to AE @(, *#,
while the remaining three NG vowels would be assimi-
lated to AE short vowels@*, ##. However, since these
vowels were produced and presented as isolated syl-
lables, previous research suggests that the influence of
vowel duration might not be significant in this study.

1. Method
a. Stimulus materials.The 112-stimulus corpus de-

scribed above served as materials for the perceptual assimi-
lation test. Each speaker’s productions were arranged into a
separate listening test in which the 28 stimuli (14 vowels
32 tokens) appeared 4 times each~112 trials! in random
order in a block, with a 5 sresponse interval between pre-
sentations. The test consisted of two such randomized
blocks, for a total of 8 trials on each syllable, 16 trials for
each NG vowel produced by that speaker.

b. Listeners and procedures.Twelve native speakers of
AE were recruited from introductory classes in Psychology
and Communication Sciences. Some had a beginning course
in phonetic transcription, but none were trained listeners.
None had any experience with German, either in courses as a
foreign language, or with individuals who spoke German.

The test stimuli were output via a DAT recorder routed
through a power amplifier~Tascam PA-20B! to headphones
and presented to individual listeners seated at the computer
console placed inside an acoustic chamber. Categorization
and rating responses were obtained using an interactive Hy-
perCard program that displayed the 11 AE vowel category
choices represented by key wordsheed, hid, hayed, head,
had, hud, hod, hawed, hoed, hood, who’d. These response
alternatives appeared on the computer screen with the IPA
symbol for each vowel category listed above and a response
‘‘button’’ beside each word. A stimulus was presented and
listeners clicked on the button beside the AE word that con-
tained the vowel that was most similar to the vowel they
heard during a 5 sresponse interval. Then the same stimulus
was repeated and a seven-point horizontal scale appeared
below the response alternatives. Listeners rated the goodness
of the stimulus as an exemplar of the category they had cho-
sen by clicking on the scale. Instructions were to click on the
1 if the vowel was ‘‘very foreign-sounding;’’ 7 if the vowel
was ‘‘very English-sounding’’ and to choose an appropriate
number between 1 and 7 if the vowel was somewhere
in-between.4

The experiment was administered in five sessions, usu-
ally on five separate days; a few listeners completed two
sessions on the same day with at least a one-hour break to
combat possible fatigue effects. Day 1 included a response
familiarization procedure to train the listeners to use the re-

sponse alternatives consistently and to perform the task when
listening to AE vowels. Listeners completed 55 trials~five
blocks of 11 AE vowels each! and were given feedback fol-
lowing each of the first three blocks. The last two blocks
were used as an assessment of task mastery. Listeners who
misidentified more than three AE vowel tokens, or misiden-
tified both presentations of any one vowel,~except for@Äb-Åb#
confusions!,5 were not included in the study.

If the familiarization criterion was met, listeners re-
turned for four test sessions of approximately 90 min each.
In each session, they were tested on a different NG speaker’s
productions; speaker presentation order was counterbalanced
across subjects. Before each test, listeners were reminded to
use the whole seven-point scale in judging the stimuli. Each
test session consisted of~a! 28 ‘‘listen only’’ stimuli for the
listener to become familiar with the new speaker;~b! two
sample stimuli ~one ‘‘foreign-sounding’’ @!# and one
‘‘English-sounding’’@{b#!; ~c! 14 practice trials on which lis-
teners categorized and rated the stimuli, but the responses
were not included in the analysis; and then~d! the two blocks
of 112 stimuli for that speaker.

2. Results

For each of the 14 NG vowels, the frequency of selec-
tion of each response category was tallied across all speaker
conditions and all 12 listeners (16 trials/vowel312 listeners
5192 trials). Frequencies are reported as percentages of op-
portunities~frequency/192!; the modal~most frequently se-
lected! and the second most frequently selected response al-
ternatives are reported in Table III~columns 2 and 5! with
their percentages~columns 3 and 6!. Finally, the goodness
ratings assigned the modal and second most frequent re-
sponse choices were tallied~again pooling over all speaker
conditions and listeners’ responses! and the median ratings
are reported~columns 4 and 7!. Thus, the modal response
percentages can be considered a measure of consistency of
perceptual assimilation to a particular native vowel category
for the average AE listener, whereas the median rating can be
considered a measure of the judged goodness of the NG
vowel as a member of that AE category. If the NG vowel is
perceived as an excellent exemplar of an AE category, re-
sponse consistency should be near 100% and goodness rat-
ings should be close to the English-sounding end of the scale
~7!. If a NG vowel is perceived as a poorer instance of a
particular AE vowel, then we would expect modal category
consistency to be somewhat lower and the median goodness
rating to be closer to the ‘‘foreign-sounding’’ end of the scale
~1!. Finally, if a particular NG vowel is perceived as very
different from any AE vowel~uncategorizable in Best’s
terms!, we might expect low consistency within and across
listeners in category assignment and very low goodness rat-
ings.

The NG vowels are organized in Table III in three clus-
ters according to predictions about assimilation, based on
spectral similarity patterns:~1! front rounded vowels~acous-
tically intermediate between front and back AE vowels!; ~2!
mid and mid-low vowels and@*# ~which were spectrally dis-
similar from their AE counterparts!; and ~3! high, mid-high,
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and low vowels~which were spectrally similar to their AE
counterparts!.

First, the four front rounded vowels were, in general, not
consistently assimilated to any one AE vowel~37%–69%!.
All four vowels, however, were considered more similar to
back AE vowels; pooled over all four vowels and all AE
back vowel response alternatives, the overall assimilation to
back vowels was 77%. This was true for all four speakers’
productions; back vowel responses ranged from 68% to 84%
across speakers. Front vowel assimilations were somewhat
greater for@Ñb# ~27%! and@!# ~32%! than for the other two
vowels ~16% for both vowels!. Except for@!#, median rat-
ings reflected the fact that listeners judged these vowels to be
relatively poor exemplars of either front or back AE vowel
categories.

An inspection of individual listeners’ perceptual assimi-
lation patterns revealed considerable individual differences
in assimilation of NG fronted rounded vowels. Only 2 of the
12 listeners assimilated all 4 front rounded NG vowels pri-
marily to front AE categories~69% and 95%, respectively,
pooling over all AE front vowel responses!. A third listener
assimilated NG@Ñb, !# to front AE vowels on a majority of
trials. For the remaining 9 listeners, modal assimilation pat-
terns for all 4 vowels were to back AE categories~front
vowel assimilations: median56%, range50% – 17%, pool-
ing over all 4 vowels and all 4 speakers!.

Turning to the spectrally dissimilar NG vowels shown in
the second cluster, it is apparent that the mid back@Çb# was
assimilated as a moderately good exemplar of its AE coun-
terpart~89% consistency; median rating55), while the mid
front @|b# was not heard as most similar to its AE counterpart,
but rather, was assimilated more often as a moderately good
exemplar of AE @{b#. Individual listener data showed that
only 3 of 12 listeners assimilated NG@|b# to AE @|(̂# on the
majority of trials. The other nine listeners assimilated it to
@{b# or sometimes @(#. When @Äb-Åb# responses were
collapsed,5 NG @Å# was assimilated relatively consistently as
a moderately good exemplar of its AE counterpart, while NG
@«# was very consistently assimilated as a very good exem-
plar of its AE counterpart. Finally, NG@*# was not assimi-

lated to any one AE vowel on a majority of trials and was
judged to be quite foreign sounding. Indeed, no one speak-
er’s instances of NG@*# were categorized as any one AE
vowel on more than 53% of opportunities. Individual listener
data also revealed inconsistency across speakers and tokens
in the assignment of this NG vowel to AE categories. This
NG vowel, then, was considered ‘‘uncategorizable’’ by the
listeners in this study.

As was predicted, the spectrally similar NG vowels@{b, (,
Äb# were very consistently categorized as most similar to
their AE counterparts and judged to be excellent exemplars
of those vowels. Again as predicted, the remaining ‘‘point
vowel’’ NG @Éb#, was assimilated a bit less consistently and
rated only a fair exemplar, reflecting its spectral dissimilarity
from AE @Éb#. Finally, NG @a# was assimilated as a moder-
ately to very good exemplar of three spectrally overlapping
AE vowels @Äb, Åb, ##.

With respect to temporal assimilation patterns, overall,
long NG vowels were assimilated to long AE categories 88%
of the time (range546% to 99% across the 7 vowels!, while
short NG vowels were assimilated to short AE vowels only
62% of the time (range59% to 99% across the 7 vowels!.
These large ranges reflect that fact that the four vowels for
which spectral and temporal similarity patterns led to differ-
ent predictions@Öb, *, Å, ~# were all assimilated more often to
the spectrally closest AE vowel that differed in intrinsic du-
ration. For the remaining 10 vowels, temporal assimilation to
the ‘‘correct’’ AE duration category averaged 95% (range
591% to 99%!. Thus, we can conclude that when cross-
language spectral similarity is in conflict with temporal simi-
larity, AE listeners’ assimilation of non-native vowels is
more influenced by spectral similarity.

To summarize so far, 4 NG vowels@{b, (, «, Äb# were
assimilated very consistently as excellent instances of par-
ticular native AE vowels~consistency.95%; median ratings
6–7!, while another 4 NG vowels@Éb, Çb, Å, ~# were consis-
tently assimilated as somewhat less good exemplars of par-
ticular AE vowels ~consistency 79%–90%; median ratings
4–5!. An additional 4 vowels@|b, Ñb, +, !# were less con-
sistently assimilated as fair to poor exemplars of particular

TABLE III. Perceptual Assimilation of NG Vowels to AE Categories: Study 1—Syllables.

NG
vowel

Most frequent category 2nd most frequent category

AE
vowel

%
chosen

Median
rating

AE
vowel

%
chosen

Median
rating

Front rounded Ñb Éb 69 2 {b 24 1
Öb * 37 1 Éb 30 2
+ * 56 3 # 20 2
! # 62 5 « 30 3

Mid |b {b 66 5 |(̂ 23 4
Çb Ç*̂ 89 5 Åb 5 1

Mid-low « « 97 6 ( 1 5
Å Äb-Åb 90 5 # 8 5

Mid-high back * Ç*̂ 42 3 Äb 22 2
High {b {b 97 7 ( 1 2

Mid-high front Éb Éb 86 4 Ç*̂ 6 4.5
( ( 97 7 {b 1 5

Low Äb Äb-Åb 98 6 # 1 6.5
~ Äb-Åb 79 5 # 12 6
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AE categories~consistency 56%–73%; median ratings 2–5!,
while the remaining two vowels@Öb, *# were uncategorizable
as any one AE vowel~consistency,50%; median ratings
51 – 3).

C. Discussion

In comparing perceptual assimilation data~Table III!
and acoustic data~Table II!, it can be seen that perceptual
similarity patterns were not well predicted by cross-language
spectral similarity patterns for the front rounded vowels.
While acoustically intermediate between front and back AE
vowels, these vowels were far more often assimilated to AE
back vowel categories, albeit judged very poor tokens of
those categories. For the mid and mid-low front and back
NG vowels, which have ‘‘similar’’ counterparts in AE, we
can see that, again, acoustic similarity patterns did not al-
ways predict perceptual assimilation accurately. NG@Çb, «#
were quite consistently assimilated to their AE counterparts,
despite acoustic differences in ‘‘height,’’ while the other
vowels were often assimilated to higher AE vowels, as pre-
dicted from acoustic similarity patterns. The high, mid-high,
and low NG and AE vowels@{b, (, Äb, Éb# that were very
similar acoustically in both spectral and temporal structure,
were perceptually assimilated highly consistently and stimuli
were rated as very good exemplars of native categories. Of
interest is that category goodness judgments for NG@Éb# ap-
peared to reflect the phonetic differences from the somewhat
fronted AE similar vowel. Thus, we can at least tentatively
conclude that goodness judgments reflect knowledge about
phonetic details in the native language that can be accessed
in the perceptual assimilation task.

The results of this study demonstrate that neither ab-
stract~context-independent! phonological descriptions of NG
and AE vowels, nor~context-dependent! acoustic compari-
sons adequately predict perceptual assimilation patterns. One
problem with this study, however, was that the citation-form
NG and AE vowels that were compared acoustically differed
in the syllable structure~monosyllabic versus disyllabic! and
consonantal context. Furthermore, the productions of the NG
vowels, especially their intrinsic duration differences, may
not reflect the acoustic structure of NG vowels produced in
the sentence context. Thus, study 2 was conducted to exam-
ine the perceptual and acoustic similarity of NG and AE
vowels in /hVC/syllables when they were produced and pre-
sented in short carrier sentences at a speaking rate more
closely resembling continuous~casual! speech.

III. ACOUSTIC AND PERCEPTUAL SIMILARITY OF NG
AND AE VOWELS IN SENTENCE CONTEXT

Study 2 was a replication of the first study, except that
the NG vowel corpus was hVp syllables produced in the
sentence, ‘‘Ich habe hVp gesagt’’ by the same set of speakers
with instructions to ‘‘speak at the rate you would if you were
speaking to a native German listener.’’ This corpus was then
compared to a corpus of AE vowels produced in hVb syl-
lables in the sentence ‘‘I say the hVb on the tape,’’ produced
under similar instructions to ‘‘speak as if you were talking to
a friend who was a native English speaker.’’

As in the first study, cross-language acoustic similarity
of three sets of vowels was investigated:~1! the NG front
rounded vowels@Ñb, + Öb, !# relative to front and back AE
vowels; ~2! the NG mid and mid-low vowels@|b, «, Çb, Å#
and mid-high back@*#, which in study 1, were found to be
acoustically dissimilar from their AE counterparts; and~3!
the remaining high, mid-high front, and low vowels@{b, (, Éb,
Äb, ~#, which were acoustically similar across languages in
study 1. Of interest was the extent to which cross-language
spectral similarity differed from that established for ‘‘canoni-
cal’’ vowels spoken in citation-form utterances. Perceptual
assimilation tests to assess the extent to which patterns of
phonetic similarity differed for vowels in sentence context
from those established for citation-form syllables were then
completed and results of context-specific acoustic and per-
ceptual similarity patterns were compared.

A. Acoustic Similarity of NG and AE vowels produced
in sentence context

1. Speakers and stimulus materials

The same four NG speakers as in study 1 produced the
stimulus materials during the same recording session, using
the same equipment as in study 1. The sentences containing
the hVp syllables were written on index cards and speakers
read them at a rate simulating that of continuous speech.
After some initial practice, speakers produced three random-
izations of 15 sentences~the final sentence was not used!. As
before, the first randomization was used for further practice
and was not included in the final corpus unless an utterance
in randomization 2 or 3 was rejected because of a disfluency
or difference in sentence prosody. The same phonetically
trained German listener transcribed the target vowels; all
were considered good instances of the intended vowels.

The same four AE speakers who produced the hVba
disyllables for comparison in study 1 produced a set of hVb
syllables imbedded in the carrier sentence that was similar in
structure to the German sentence in the number of syllables
and position of the target vowel in the sentence. The record-
ing was done at the same time as for the citation corpus,
using the same equipment and procedures.~This corpus was
also used to assess the Japanese perceptual assimilation of
AE vowels in Strangeet al., 1998.! The final corpus con-
sisted of three instances of each of 11 AE vowels produced
by each speaker. Acoustic analysis was performed using the
same procedures as in study 1.

2. Results

Figure 3~A! displays the 8 instances of each NG vowel
(2 instances34 speakers) plotted in F1/F2 Bark frequency
space, with ellipses surrounding all tokens of each vowel.
Figure 3~B! displays the 12 instances of each AE vowel
(3 instance34 speakers). Table IV presents the average for-
mant frequencies and durations for NG vowels~on the left!
and AE vowels~on the right!. The duration ratio of long to
short vowels for each language is given in the heading.

First, it is immediately apparent that the temporal struc-
ture of the NG hVp syllables spoken in sentence utterances
differed markedly from those produced in isolated syllables.
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The long/short duration ratio was smaller~1.5 vs 1.9!, re-
flecting the fact that the long vowels were shortened consid-
erably more when produced in sentence context~mean
duration595 msvs 153 ms in isolated syllables!, than were
the short vowels~mean duration563 msvs80 ms in isolated
syllables!. This pattern held for all four NG speakers’ pro-

ductions and all seven long/short vowel pairs. In contrast, the
long/short duration ratio for AE vowels was the same in
sentence materials as for citation materials and absolute du-
rations were slightlylonger for vowels in sentences than in
disyllables. Despite the reduction in the temporal distinctive-
ness of NG long and short vowels as a function of prosodic
context and the differences across languages in absolute du-
rations~due, in part, to the AE vowels being lengthened pre-
ceding voiced consonants!, the relative duration differences
between NG long and short vowels were still reliably greater
than for long and short AE vowels. Thus, we can conclude
that vowel length is phonetically more salient in NG than in
AE, despite the fact that in both languages, long/short vowel
pairs~except for NG@Äb-~#! differ in target formant frequen-
cies as well as in length.

As in study 1, a series of linear discriminant analyses
was performed to quantify within- and cross-language acous-
tic similarity. First, separate analyses for NG and AE corpora
were performed, using F1/F2/F3 Bark frequencies as input
parameters to establish within-language spectral distinctive-
ness for NG and AE vowels. A second set of discriminant
analyses were performed using duration as an additional in-
put parameter. Table V~A and B! presents the overall correct
classification results for these analyses in the top row of each
section~sentence input–sentence test!. For comparison, data
from study 1~citation input–citation test! are included in the
second row for each language.

For the NG sentence corpus, the overall correct classifi-
cation on the basis of spectral parameters alone was 80%
~50%–100% across the 14 individual vowels!. Most confu-
sions were of spectrally similar long/short pairs@|b-(#, @Äb-~#,
@Öb-+#, @Çb or Éb-*#. When the duration was included as an
input parameter, overall correct classification rose to 90%
~63%–100% across vowels! with at least 7 of 8 tokens of all
vowels except@Çb, Öb, !# correctly classified. This is slightly
lower than for study 1 and reflects greater variability within
and across speakers in production of vowels in sentences.
When the NG vowels produced in sentences were evaluated
against spectral centers of gravity established for the citation
utterances~i.e., using ‘‘canonical’’ spectral values!, overall
correct classification for NG vowels produced in sentences
was only 73%~38% to 100% across vowels!, as shown in the
third row of Table V~A!. That is, spectral centers of gravity
of vowels varied across prosodic contexts such that 2 or

FIG. 3. Formant 1/formant 2~Bark! plots of North German~A! and Ameri-
can English~B! vowel corpora in study 2. Syllables in sentences.

TABLE IV. Average formant frequencies~Hz! and durations~ms! of North
German~NG! and American English~AE! vowels in hVp/hVb syllables in
sentences—Study 2. NG long/short vowel ratio51.5. AE long/short vowel
ratio51.3.

NG F1 F2 F3 Duration AE F1 F2 F3 Duration

{b 317 1943 2971 84 {b 303 2336 2961 108
( 428 1784 2462 54 ( 461 1826 2634 94

|b 382 2008 2697 97 |(̂ 423 2175 2722 132
« 597 1738 2471 65 « 627 1657 2544 98

,b 714 1645 2456 147
Ñb 306 1590 2061 84
+ 406 1348 2104 63
Öb 409 1345 2051 99
! 551 1364 2231 74
Éb 344 710 2002 84 Éb 342 1064 2422 115
* 441 836 2398 60 * 495 1202 2492 107
Çb 427 727 2454 100 Ç*̂ 479 933 2571 126
Å 610 966 2414 60 Åb 660 1056 2571 152
Äb 713 1173 2438 115 Äb 754 1234 2609 125
~ 713 1227 2395 64 # 631 1232 2619 98

TABLE V. Results of within-context and cross-context discriminant analy-
ses. Percentages reflect ‘‘correct’’ classification as the intended vowels,
based on spectral parameters alone~F1/F2/F3 in Bark! shown in the left-
hand columns, and spectral parameters plus vocalic duration, shown in the
right-hand columns.

A. North German Corpora F1/F2/F3 F1/F2/F31duration

Sentence input–sentence test 80% 90%
Citation input–citation test 79% 93%
Citation input–sentence test 73% 78%

B. American English Corpora F1/F2/F3 F1/F2/F31duration

Sentence input–sentence test 84% 94%
Citation input–citation test 86% 92%
Citation input–sentence test 79% 92%
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more tokens of 9 of the 14 vowels produced in sentence
context were classified as more similar to spectrally adjacent
‘‘canonical’’ vowel targets. Nevertheless, when duration was
included as a parameter, some of these confusions were re-
solved ~78% correct classification overall; 38% to 100%
across vowels!, with at least 7 of 8 tokens of 10 of the vow-
els correctly classified on the basis of citation-form spectral
centers of gravity and duration established on the basis of
citation utterances.

These cross-context analyses reaffirm the finding that
high, mid-high, and mid NG vowel spectral targets@{b, (, |b#
@Ñb, +, Öb#, and@Éb, *, Çb# are located quite close together in
vowel space, and may be ambiguous across speakers and
prosodic contexts. The marked decrease~90% vs 78%! in the
correct classification rate for the cross-context analysis that
included vocalic duration as a parameter reveals that dura-
tions of NG vowels in citation-form utterances were not rep-
resentative of the temporal structure of vowels spoken in
continuous speech. However, even in continuous speech,
relative vowel duration served to acoustically differentiate
spectrally similar NG vowels if continuous speech vowel
durations were used to establish parameter weightings and
centers of gravity~increase from 80% to 90% correct classi-
fication!.

As shown in Table V~B!, 84% of the AE vowel tokens
produced in sentences were correctly classified as the in-

tended vowels on the basis of spectral parameters alone
~58% to 100% across the 11 vowels!. Again, most confusions
were of spectrally adjacent long/short pairs@|(̂-(, ,b-«, Äb-##
and of @Äb-Åb#. When the duration was included as an input
parameter to a new discriminant analysis, overall correct
classification rose to 94%~83%–100%! with at least 11 of 12
tokens of all vowels except@Åb, ## correctly classified. When
canonical~citation-form! spectral and temporal values were
used to assess vowels produced in sentences~citation input–
sentence test, overall correct classification decreased only
slightly ~92% overall!, reflecting the fact that absolute and
relative durations were similar across prosodic contexts for
these corpora. Overall the correct classification of vowels
produced in sentences on the basis of canonical spectral cen-
ters of gravity~79% overall! showed that AE vowel targets
varied somewhat as a function of prosodic context, espe-
cially for AE back rounded vowels@Åb, Ç*̂, Éb#.

Of greatest interest was the cross-language discriminant
analysis, in which the 112-vowel NG sentence corpus was
classified with respect to the parameter weightings and cen-
ters of gravity established for the AE sentence corpus, using
F1/F2/F3 Bark frequencies as parameters.~Again, no cross-
language analysis was performed with duration as an addi-
tional input value.!

Figure 4 illustrates the cross-language spectral overlap
for long ~A! and short~B! NG vowels, superimposed on
ellipses, indicating AE vowel categories. Table VI presents
the cross-language classification results for individual NG
vowels. As in the previous study, NG vowels produced in
sentence context varied considerably in their spectral simi-
larity to particular AE vowels~50%–100% classification
consistency across the 14 vowels!. Overall, the front rounded
NG vowels ~upper set! were again spectrally intermediate
between front and back AE vowels~47% classified as front,

FIG. 4. North German long vowels~A! and short vowels~B! superimposed
on ellipses of the 11 AE vowel categories. Study 2.

TABLE VI. Acoustic similarity ~F1/F2/F3 Bark! of NG and AE vowels:
Study 2—Sentences.

NG
vowel

Most frequent 2nd most frequent

AE
vowel

# of
stimuli

AE
vowel

# of
stimuli

Front rounded Ñb ( 6 |(̂ 2
Öb ( 4 É 2

* 1
Å 1

+ Éb 4 * 3
( 1

! * 4 « 2
# 1
Éb 1

Mid |b |(̂ 5 ( 2
{b 1

Çb Ç(̂ 8
Mid-low « « 8

Å Äb-Åb 6 Ç*̂ 2
Mid-high back * Ç*̂ 7 Éb 1

High {b {b 7 |(̂ 1
Éb * 6 Ç*̂ 2

Mid-high front ( ( 5 |(̂ 3
Low Äb Äb-Åb 5 # 3

~ Äb-Åb 4 # 4
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53% classified as back!, with @Ñb# consistently assigned to
front AE vowels,@+, Ç|# more similar to back AE vowels,
and @Öb# evenly split between front and back AE categories.

Turning next to the five vowels that were acoustically
dissimilar to their AE counterparts in study 1~@|b, «, Çb, Å, *#
shown in the middle set of the table!, the data reveal some
differences. All instances of both NG@«, Çb# were classified
as acoustically most similar to the equivalent AE category. In
addition, more tokens of NG@|b, Å# were classified as similar
to their AE counterparts than in study 1, while NG@*# was
still more similar acoustically to AE@Ç*̂# than to AE@*#. In
general, then, these vowels were better matches to AE vow-
els when produced in sentence context than in citation-form
syllables.

The last set of vowels~the lower set in the table! were
acoustically very similar to their AE counterparts in study 1.
Except for NG@Éb#, these vowels were most similar acous-
tically to the AE vowel transcribed as ‘‘identical’’ in sentence
context as well, although there was still some acoustic am-
biguity among the front vowels@{b, |b, (# and the back vowels
@Éb, Çb, *#, reflecting the relative closeness of NG high and
mid long vowels on the one hand, and the acoustic overlap of
AE @|(̂, (# on the other hand. As in study 1, NG overlapping
long and short low vowels@Äb, ~# were acoustically similar
to AE overlapping categories@Äb, Åb, ##.

In summary, then, in comparison with the results of
study 1, there were some differences in cross-language
acoustic similarity patterns for NG and AE vowels produced
in the sentence context. NG@«, Å# were somewhat better fits
to their AE counterparts in sentence context, and NG@*# was
even more similar to AE@Ç*̂#. In contrast, NG@{b, Éb# were
somewhat poorer fits to their AE equivalents in sentence ut-
terances. Finally, the NG front rounded vowels tended to be
classified as similar to AE back vowels slightly more often in
sentence context~53% vs 44% for citation syllables!. Despite
these minor differences, however, predictions about percep-
tual assimilation patterns from acoustic similarity were the
same as before:~1! front rounded vowels should be assimi-
lated inconsistently to both front and back AE vowels;~2!
NG mid long @|b#, but not@Çb# should be assimilated incon-
sistently to higher AE vowels, whereas NG@*# should be
assimilated to AE@Ç*̂ or Éb#; and ~3! there might also be
some inconsistency in the assimilation of NG vowels tran-
scribed as ‘‘identical,’’ especially NG@(, Éb#.

B. Perceptual similarity of NG and AE vowels
produced in sentence context

The NG sentence corpus was presented to native speak-
ers of AE to assess directly how they would be assimilated to
native AE vowel categories. Questions of interest were as
follows.

~1! To what extent are perceptual assimilation patterns~and
differences in assimilation from study 1! predictable
from the acoustic similarity of NG and AE vowels pro-
duced in similar carrier sentences? Of special interest
was whether the perceptual similarity of front rounded

NG vowels to front or back AE vowels corresponded
more closely with acoustic similarity patterns than in
study 1.

~2! Do patterns of perceptual assimilation of NG vowels dif-
fer from those found in study 1? Specifically, are any of
the eight NG vowels that were considered good to excel-
lent exemplars of AE categories when produced in
citation-form syllables, assimilatedlesswell when pro-
duced in sentence-length utterances? Conversely, are any
of the six NG vowels that were considered poor exem-
plars or uncategorizable as any AE categories in syl-
lables, better assimilated when produced in sentence-
length utterances?

~3! Are long and short NG vowels assimilated to long and
short AE vowels more consistently when they are pro-
duced and presented in sentence-length utterances? From
our previous research on Japanese listeners’ assimilation
of AE vowels~Strangeet al., 1998!, it was expected that
the presence of the rhythmic pattern of the sentence
might perceptually enhance temporal differences in vow-
els such that temporal similarity to native categories
might influence perceptual judgements to a greater ex-
tent.

1. Method

Twelve native speakers of AE, drawn from the same
pool of undergraduate students in introductory Psychology
and Communication Sciences & Disorders classes, served as
listeners. Equipment and procedures were identical to those
described in study 1, except that subjects were told to listen
to the vowel in the target syllable of the sentence and given
familiarization and practice using the sentence materials.

2. Results and discussion

As in study 1, perceptual assimilation responses were
tallied across all 12 listeners for each of the 14 vowels and
frequencies of selection of each response alternative reported
as percentages of opportunities. Median ratings of category
goodness for each response alternative were also computed.
Table VII reports the most frequently selected response alter-
native for each vowel, with percentages and median ratings
~columns 2–4! and the second most frequently selected al-
ternatives, with percentages and ratings~columns 5–7!. For
NG @Äb# and @Å#, the AE @Äb# and @Åb# response categories
were collapsed~and percentages combined! because many
listeners did not distinguish these vowels in their own dia-
lect. Thus, for these vowels, the response alternatives listed
in column 5 are the third most frequently selected alterna-
tive. The NG vowels are clustered into the same three sets as
for study 1: ~a! the front rounded vowel~top!; ~b! the mid
and mid low front and back vowels@|b, «, Çb, Å# and @*#
~middle!; and ~c! the high, mid high front, and low vowels
~bottom!.

Two of the front rounded NG vowels@Ñb, !# were quite
consistently assimilated to AE@Éb, ##, respectively, but
judged as relatively poor exemplars of those categories. The
other two front rounded vowels were also assimilated over-
whelmingly to AE back vowels, but not consistently to any
single AE category. Overall, the percentage of assimilations
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to back AE vowel categories was 96%~89% to 98% across
the 4 NG vowels!. This pattern reflected performance on all
four speakers’ utterances. Further, no listener assimilated any
of the four NG front rounded vowels to front unrounded AE
categories a majority of the time. The assimilation of NG
@!# to AE @«# ranged across listeners from 0% to 36%
(median57%).

The second set of vowels varied considerably with re-
spect to consistency in assimilation and judged goodness to
AE counterparts. As in study 1, while NG@Çb# was quite
consistently perceived as a fair exemplar of its AE counter-
part, NG @|b# was assimilated to AE@|(̂# more consistently
than in study 1, but was still often perceived as more similar
to AE @{b#; note, however, that the@|b# tokens were judged as
relative good exemplars of either@|(̂# or @{b#. NG @«# was
consistently assimilated as an excellent exemplar of its AE
counterpart, while NG@Å# was assimilated as a relatively
poor exemplar of AE@Äb-Åb# or @##. Finally, NG@*# was most
often assimilated as a fair exemplar of AE@Ç*̂#, or as AE@*,
#, Äb#.

Of the last set of vowels, NG@{b, Äb# were very consis-
tently perceived as excellent exemplars of their AE counter-
parts, while NG@Éb# was less consistently assimilated as a
poor exemplar of the acoustically more ‘‘fronted’’ AE@Éb# or
@*#. As in study 1, NG@(# was quite consistently perceived as
an excellent exemplar of AE@(#, and NG@~# was assimilated
more often as a fair exemplar of long AE@Äb-Åb# than to short
AE @##.

The pattern of perceptual assimilation in Table VII dif-
fered somewhat from that reported in study 1~Table III!. The
first eight NG vowels@{b (, «, Äb, a, Å, Çb, Éb#, which were
perceived as good to excellent exemplars of equivalent AE
categories in study 1, were somewhat less consistently as-
similated to their AE counterparts in sentence context~82%!
than in syllable context~92%!. This was especially true for
NG @Å# and@Éb# that were perceived as relatively poor exem-
plars in the sentence context. Of the six NG vowels@|b, *, Ñb,
+, Öb, !#, which had yielded inconsistent assimilation pat-
terns in study 1, four@|b, *, Ñb, !# were perceived more
consistently when produced and presented in sentence con-

text ~72% vs 60% in syllable context!, and NG@|b# actually
changed from being assimilated more often to AE@{b# in
syllables to@|(̂# when syllables were imbedded in sentences.
However, 4 of these vowels@|b, *, Öb, +# were still percep-
tually ambiguous~,75% categorization consistency! and/or
rated as poor exemplars of any AE vowel~Mdn rating,4).

In this study, as before, perceptual assimilation patterns
suggested that spectral similarity was more important than
temporal similarity in determining to which AE categories
NG vowels would be assimilated. NG long vowels were as-
similated to AE long vowels on 89% of trials, while NG
short vowels were assimilated to short AE vowels on only
61% of trials. The poorer temporal assimilation of short vow-
els was due to NG short@*, Å, ~# being assimilated more
often to spectrally similar AE long@Ç*̂, Åb, Äb#, respectively.
Thus, temporal assimilation patterns were not consistently
better here than in Study 1.

As in study 1, acoustic similarity patterns were not pre-
dictive of perceptual assimilation of front rounded NG vow-
els to front and back AE vowels~upper sets of Tables VI and
VII !. In the sentence context, the front rounded vowels were
even more consistently categorized as more similar to back
rounded AE vowels, although goodness ratings indicated that
they were heard as somewhat poorer exemplars of those cat-
egories than were NG back rounded vowels. For mid and
mid-low NG vowels and@*# ~middle sets!, acoustic similar-
ity patterns predicted modal perceptual assimilation catego-
ries for all five vowels, although the minority acoustic and
perceptual classifications sometimes differed. The fit be-
tween acoustic and perceptual similarity for these vowels
was, in general, better when produced and presented in sen-
tences than when produced and presented in citation-form
syllables. Finally, for high, mid-high front, and low vowels
~bottom sets!, acoustic similarity patterns predicted modal
perceptual assimilation categories for all vowels except NG
@Éb#, although there were again some discrepancies between
minority acoustic and perceptual classifications. The catego-
rization of NG@Éb# to its AE counterpart was better than was

TABLE VII. Perceptual assimilation of NG Vowels to AE Categories: Study 2—Sentences.

NG
vowel

Most frequent category 2nd most frequent category

AE
vowel

%
chosen

Median
rating

AE
vowel

%
chosen

Median
rating

Front rounded Ñb Éb 87 2 * 7 2
Öb Éb 43 3 * 28 2
+ * 56 2 # 24 3
! # 80 4 « 10 4

Mid |b |(̂ 53 6 {b 30 6
Çb Ç*̂ 81 5 Éb 6 2

Mid-low « « 93 6 {b 1 6.5
Å Äb-Åb 64 3 # 23 3

Mid-high back * Ç*̂ 67 5 * 10 2
High {b {b 91 7 Éb 2 5

Éb Éb 72 3 * 11 2
Mid-high ( ( 87 7 « 3 5

Low Ä Äb-Åb 93 6 Ç*̂ 1 6
~ Äb-Åb 74 5 # 17 3
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predicted from spectral similarity patterns. However, poor
goodness ratings may have reflected the listeners’ perception
of this vowel as quite different from their native@Éb#.

IV. GENERAL DISCUSSION

The results of these two studies suggest that neither
context-dependent comparisons of vowel production~as
specified by spectral similarity patterns! nor context-
independent impressionistic descriptions of vowel invento-
ries capture all the relevant information necessary to account
for perceived similarities of vowels by non-native listeners.
One weakness of this study was that the phonetic and syl-
labic contexts did vary somewhat across languages such that
durational information could not be compared. However, re-
search currently being completed in our laboratory which
compares the acoustic and perceptual similarity of NG and
AE vowels in exactly the same citation context~hVba! is
yielding very similar results~Strangeet al., 2002, 2004!.
Thus, we are confident that the discrepancies between cross-
language acoustic similarity and perceived similarity patterns
for front rounded vowels and for mid and mid-low vowels
reported here were not due to these minor differences in
consonantal/syllabic context.

Given these differences in acoustic and perceived simi-
larity, the direct assessment of perceptual assimilation pat-
terns will be necessary if we are to anticipate perceptual
learning problems of L2 learners. Previous research on Japa-
nese listeners’ perceptual assimilation of AE vowels~Strange
et al., 1998, 2001! showed that the perceived similarity of
vowels may be influenced significantly by the prosodic con-
text and the immediate phonetic context in which the vowels
are produced and presented. A comparison of results of stud-
ies 1 and 2 also suggest some differences in the perceptual
similarity of NG and AE vowels as a function of the prosodic
context:~1! NG front rounded vowels were assimilated more
consistently within and across listeners to back rounded AE
vowels when produced and heard in a sentence context, de-
spite their acoustic ambiguity in both contexts.~2! Except for
@|b#, the mid and mid-low NG vowels were perceived as less
similar to their AE counterparts in the sentence context, de-
spite the fact that they were more similar acoustically to AE
vowels in that context.~3! The vowels@{b, Äb# and @(# were
consistently perceived as similar to their AE counterparts in
both prosodic contexts, while NG@Éb# was less consistently
assimilated to AE@Éb# and judged a relatively poor exemplar,
especially in the sentence context. These differences as a
function of the prosodic context point to the importance of
examining cross-language perceptual similarity with materi-
als that more closely resemble continuous speech.

On the basis of the findings reported here, we can pre-
dict that native speakers of AE who are beginning to learn
German as an L2 will have considerable difficulty with sev-
eral NG vowel contrasts. As previous research has suggested
~Polka, 1995; Polka and Bohn, 1996; see also Gottfried,
1984; Rochet, 1995 for French!, NG front rounded vowels
will be confused with back rounded vowels, even in non-
coronal contexts, because both are assimilated perceptually
to back rounded AE vowel categories. In this study, the NG
vowels@Ñb, Öb, Éb# were all assimilated most often to AE@Éb#

or @*#, although@Öb# was very poor fit to both categories.
According to the predictions of Best’s PAM, we would ex-
pect that@Ñb-Éb# would present the most difficulty~the single
category type in sentences, category-goodness type in syl-
lables!, while @Öb-Éb# and @Öb-Ñb# might be discriminated
rather better ~uncategorizable–categorizable type!. The
NG mid-high short vowels@+, !, *# might show a similar
pattern, although modal responses differed across these vow-
els. Thus, we might predict that these vowels would be easier
to discriminate than the long vowels. Polka~1995! reported
the opposite result; that is, AE listeners’ discrimination of the
short front versus back rounded pair was poorer than for the
long pair. Note, however, that the speaker in Polka’s study
spoke a Southern German dialect. Since Northern and South-
ern dialects are considerably different in both the spectral
and temporal structure of vowels, we cannot generalize
across studies. We might also expect perceptual confusions
among NG@Öb-+# because of their spectral overlap and the
apparent lack of attention to vowel duration by AE listeners.

The NG low vowel pair@Äb-~# would also be expected to
cause perceptual difficulties for AE learners of German.
These vowels are distinguished acoustically almost entirely
by duration, which AE listeners apparently ignored in mak-
ing perceptual assimilation judgments. In many contexts,
these vowels would be moderately difficult to discriminate
~Category Goodness Type! unless AE learners were to be-
come aware of their distinctive temporal differences. Finally,
the NG vowels@|b-{b# might be expected to cause moderate
discrimination problems, even though these vowels are pho-
nologically distinctive in both languages. Gottfried~1984!
reported that AE learners of French had difficulty with this
‘‘native’’ contrast. In both German and French,@|b# is not
diphthongized, and the present study replicated previous
findings that NG@|b# and@{b# are acoustically more similar in
the ‘‘target’’ formant structure than their AE counterparts.
Perceptual assimilation results confirmed this pair as a Cat-
egory Goodness type. It is interesting to note that while the
NG German pair@Çb-Éb# also overlap spectrally and are both
monophthongal, they were more often perceptually assimi-
lated to different AE categories~Two-Category Type!. On
this basis, we would predict that the front vowel contrast
would be more difficult to learn than the back vowel contrast
for AE learners of German. We would predict few problems
with the perception of NG@{b, (, «, Äb, Éb#. However, NG@«,
Éb# might be produced with an ‘‘accent’’ since target formant
frequencies differ across languages.

In conclusion, the studies reported here document the
cross-language phonetic similarity of North German and
American English vowels, using both direct measures of per-
ceptual similarity, and acoustic comparisons of AE and NG
vowels produced in both citation-form~careful! and sentence
~continuous, more casual! contexts. Perceptual assimilation
results by AE speakers with no previous experience with
German yielded patterns of cross-language similarity that
differed from those predicted either from abstract impres-
sionistic descriptions of the phonetic inventoriesor from
context-dependent spectral similarity patterns. Perceptual as-
similation of some NG vowels varied considerably with pro-
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sodic context, suggesting that claims about cross-language
perceptual similarity of vowels~and perhaps consonants as
well! based on citation-form syllables may be limited in their
generalizability to continuous speech materials. From these
comparisons of acoustic and perceptual similarity of NG and
AE vowels, we can conclude that listeners are able to make
fine-grained phonetic judgments about the cross-language
similarity of vowels if they are presented in citation-form
materials or in sentences in which the vowels occur in a fixed
consonantal context. Judgments of category goodness re-
flected listeners’ awareness of the allophonic inappropriate-
ness of the non-native vowels.

Future studies in which the immediate phonetic context
varies unpredictably need to be performed to address several
remaining issues:~1! how acoustic and perceptual similarity
of NG and AE vowels vary as a function of consonantal
context, and~2! whether category goodness judgments re-
flect an awareness of context-specific allophonic differences
in cross-language similarity when the phonetic context varies
from trial to trial ~more similar to natural speaking situa-
tions!. Answers to these questions will begin to address the
nature of the underlying representations of native vowel cat-
egories and how those categories are accessed when listeners
are making judgements about non-native vowels.
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1Tense and lax~close–open! German vowels will hereafter be referred to as
long and short, respectively. The diacritic@b# will be used to designate the
long vowels.

2Many studies of AE vowels have used hVd syllables, primarily because
most of the vowels in this context form real English words. However, since
the final /$/ may influence vowel tongue position, it was decided to use a
labial final consonant that has minimal effects on ‘‘target’’ formant posi-
tions ~Stevens and House, 1963; Hillenbrand, Clark, and Nearey, 2001;
Strangeet al., 2002!.

3The formula used to compute Barks was as follows: 133Arctan(0.76
3Hz/1000)13.53Arctan„(Hz/1000/7.5)2….

4Listeners were instructed that they could change their categorization re-
sponse after the second presentation of each stimulus before judging it as
native or foreign sounding. However, participants almost never chose this
option. Thus, we can assume that their first categorization response re-
flected similarity of the second presentation as well as the first. Two iden-
tical presentations of each stimulus were included so that goodness judg-
ments could be made immediately after hearing the stimulus rather than at
a delay. In this way, we hoped that listeners’ responses would more accu-
rately reflect detailed phonetic comparison with ‘‘stored’’ representations of
native vowel categories.

5In many dialects of American English, the /Ä-Å/ contrast is partially or
completely neutralized. Thus, many of our listeners found it very difficult
to differentiate these vowels in the familiarization materials and when using
the key words to indicate their perceptual assimilation responses. We thus
collapsed these response categories for all perceptual assimilation data
analysis.
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The present experiments examine the effects of listener age and hearing sensitivity on the ability to
understand temporally altered speech in quiet when the proportion of a sentence processed by time
compression is varied. Additional conditions in noise investigate whether or not listeners are
affected by alterations in the presentation rate of background speech babble, relative to the
presentation rate of the target speech signal. Younger and older adults with normal hearing and with
mild-to-moderate sensorineural hearing losses served as listeners. Speech stimuli included
sentences, syntactic sets, and random-order words. Presentation rate was altered via time
compression applied to the entire stimulus or to selected phrases within the stimulus. Older listeners
performed more poorly than younger listeners in most conditions involving time compression, and
their performance decreased progressively with the proportion of the stimulus that was processed
with time compression. Older listeners also performed more poorly than younger listeners in all
noise conditions, but both age groups demonstrated better performance in conditions incorporating
a mismatch in the presentation rate between target signal and background babble compared to
conditions with matched rates. The age effects in quiet are consistent with the generalized slowing
hypothesis of aging. Performance patterns in noise tentatively support the notion that altered rates
of speech signal and background babble may provide a cue to enhance auditory figure–ground
perception by both younger and older listeners. ©2004 Acoustical Society of America.
@DOI: 10.1121/1.1645249#
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I. INTRODUCTION

Aging listeners have difficulty understanding speech,
particularly when it is degraded by some form of temporal
waveform distortion. The presence of hearing loss among
many elderly listeners imposes an additional deficit in speech
recognition that is evident in quiet, noise, and most forms of
speech degradation. Nevertheless, there is evidence for age-
related deterioration in speech recognition performance that
exceeds that which can be attributed to hearing loss alone.
Some stimulus and task factors appear to contribute to this
age-related speech recognition deficit, including the type and
degree of waveform distortion, the number of stimulus dis-
tortions, the length of the recall task, and the availability of
contextual cues~Dubno et al., 1984; Gordon-Salant and
Fitzgibbons, 1993, 1997; Pichora-Fulleret al., 1995!. An im-
portant finding from previous research is that aging effects
are prominent on speeded speech tasks, which suggests that
older people exhibit a temporal processing deficit.

Age-related difficulties in understanding temporally dis-
torted speech could arise as a consequence of temporal pro-
cessing deficits associated with peripheral sensory mecha-
nisms, central timing mechanisms, and cognitive capacities.
Moreover, each of these mechanisms could contribute with
varying import to a listener’s performance in a specific set of
stimulus/task conditions. Peripheral effects could result from
sensory coding problems arising from sensorineural hearing
loss and/or suprathreshold processing of short-term spectral,

durational, and intensive attributes of phonetic elements.
Problems associated with central timing mechanisms are
more likely to influence judgments about stimulus duration
and/or the perception of suprasegmental prosodic attributes
of speech tempo and rhythm. Age-related cognitive decline
associated with limitations in executive functions, speed of
processing, and memory may also affect perception of
speech signals that have a rapid presentation rate, multiple or
unpredictable forms of distortion, or limited contextual cues.
The goal of the present investigation is to define stimulus
and processing factors that may account for the elderly lis-
tener’s difficulty with temporally distorted speech.

At present, the predominant source~s! of the age-related
deficit for rapid speech remains unclear. In a recent study
~Gordon-Salant and Fitzgibbons, 2001!, elderly listeners
with and without hearing loss showed difficulty recognizing
rapid speech created with selective time compression of con-
sonants, and minimal difficulty recognizing rapid speech cre-
ated with selective time compression of vowels or pauses.
These results suggest that older listeners experience a deficit
in processing the brief, impoverished acoustic cues for con-
sonants in time-compressed speech. Although performance
on the task involving selective time compression of conso-
nants was the principal factor accounting for the variance in
recognition of speech that was uniformly time compressed,
performance on this task accounted for only 53.3% of the
performance deficit for speech that was uniformly time com-
pressed. This finding indicates that other factors contribute to
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the age-related difficulty for understanding speeded speech.
Two hypotheses may be useful in understanding the det-

rimental effects of rapid speech on elderly listener’s perfor-
mance. The first is the cognitive slowing hypothesis~Birren,
1965; Salthouse, 1982!, which states that a generalized slow-
ing accompanies the aging process and affects every event in
the nervous system. The slowing model predicts that reduc-
tions in available processing time have a dramatically dispro-
portionate effect on the performance of elderly participants;
it is often cited to account for elderly listeners’ poor scores
on tasks that increase the stimulus presentation rate~Wing-
field et al., 1985!. The second hypothesis is that older listen-
ers have difficulty adjusting to novel stimuli or switching
attention from one stimulus to another~e.g., Bryanet al.,
1999!. One requirement for recognition of ongoing speech is
perceptual normalization, which is the process of converting
wide variations in the acoustic characteristics of speech
sounds to standard phonetic representations. Sommerset al.
~1994! manipulated the acoustic variability in speech signals
using alterations in talkers and speech rate across stimuli.
Young listeners showed poorer speech recognition scores in
these variable conditions than in conditions with more uni-
form acoustic/phonetic speech signals~i.e., single talker, or
uniform rate!, suggesting that increasing demands on cogni-
tive functions required for perceptual normalization can limit
speech identification accuracy. In a follow-up study~Som-
mers, 1997!, older listeners exhibited poorer recognition per-
formance than younger listeners for speech signals with
acoustic–phonetic variations~multiple talkers! compared to
uniform acoustic–phonetic composition~single talker!
within a stimulus list. Moreover, elderly hearing-impaired
listeners showed poorer performance than elderly normal-
hearing listeners in conditions with mixed speech rates.
Overall, these results suggest that older listeners may expe-
rience decline in cognitive abilities related to perceptual nor-
malization, including accurate analysis and recognition of
novel stimuli, adjusting to variation in stimulus speed, and
switching attention from one stimulus to another. The slow-
ing hypothesis and the hypothesis that listeners may exhibit
difficulty in the ability to adapt to a change in stimulus speed
or novelty, while perhaps not mutually exclusive, could be
used to account for older listeners’ difficulty in recognizing
rapid speech.

In experiment 1, rapid sentence-length speech stimuli,
created through time-compression techniques, were pre-
sented to young and elderly listeners with normal hearing
and with hearing loss. Speech-rate conditions included
normal-rate speech, time-compressed speech with uniform
time compression throughout the stimulus, and time-
compressed speech in which one segment of the stimulus
was time compressed. The slowing hypothesis predicts that
performance of elderly listeners should be progressively
poorer with increments in the overall presentation rate: per-
formance should be best for normal-rate speech, poorer for
speech with a single time-compressed segment~regardless of
its location!, and poorest for speech with uniform time com-
pression throughout the entire stimulus. The hypothesis re-
lated to a decline in the ability to adjust to stimulus change
~exclusive of any age-related slowed processing! predicts

that a variation in speech rate within the sentence would
place added demands on cognitive processes required to nor-
malize the acoustic–phonetic composition of the speech sig-
nal, resulting in poorest performance in the condition with a
single time-compressed segment. Conditions in which the
location of the time-compressed segment is randomized
rather than fixed should place additional cognitive demands
because of greater novelty or unpredictability of the stimu-
lus, creating a further deterioration in performance by elderly
listeners.

The present study also investigated the effect of rate
variations in background noise composed of multiple talkers
on recognition of rapid speech. The addition of background
noise to rapid speech is particularly difficult for older listen-
ers ~Gordon-Salant and Fitzgibbons, 1995; Tun, 1998!. One
possible source of this difficulty is an age-related decline in
executive control. Executive functions are high-level pro-
cesses that supervise the operation of other cognitive pro-
cesses, for example, planning and implementing a sequence
of behaviors or inhibiting task-irrelevant information. Tasks
that involve divided attention, such as listening to speech in
a competing message, are thought to place a large demand on
executive control~Tun et al., 2002!. The literature on cogni-
tion and aging suggests that aging is accompanied by a de-
cline in executive control~Bryan et al., 1999; MacPherson
et al., 2002!, and in particular, evidence has shown that older
listeners exhibit a reduced ability to inhibit the processing of
irrelevant information~Hasher and Zacks, 1988!. The detri-
mental effects of background talkers on a speeded speech
task also may be attributed to acoustic–phonetic masking
~energetic masking!, or to informational masking~Brungart
et al., 2001!. The temporal characteristics of noise appear to
influence its masking effectiveness in normal-rate speech
tasks. Carhartet al. ~1969! and Takahashi and Bacon~1992!
showed that young normal-hearing listeners were able to
take advantage of differences in the temporal characteristics
of signal and noise to improve speech perception perfor-
mance. The ability of older listeners to take advantage of
temporal fluctuations in noise to mitigate its effects on
speech recognition is unclear: one study~Stuart and Phillips,
1996! has shown that older listeners are less able than
younger listeners to take advantage of temporal fluctuations
in noise, two studies have shown no age effects~Takahashi
and Bacon, 1992; Souza and Turner, 1994!, and a recent
study ~Dubno et al., 2002! has shown that older listeners
benefited from interrupted noise compared to steady-state
noise for syllable recognition, although the magnitude of
benefit was less than that observed for younger listeners.
Thus, prior research suggests that young listeners, and pos-
sibly elderly listeners, benefit from temporal modulations in
noise compared to steady-state noise. One form of temporal
variation in noise that has not been examined previously is
the speed of a background noise composed of multiple talk-
ers, relative to the speed of the spoken message. It is possible
that listeners may be able to take advantage of differences
between the speed of a target message and that of a back-
ground masker, to enhance figure–ground separation. In this
case, it could be predicted that varying speeds of speech and
noise would form a basis for listeners to separate the target
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and background and perform better than in conditions with
matched speech and babble speeds. The theory that speech
perception problems in noise backgrounds by older people is
a manifestation of limited executive control~i.e., reduced
ability to inhibit processing of irrelevant information! might
predict that older people will exhibit poorer speech recogni-
tion performance than younger people in background babble
regardless of its speed because any noise represents a source
of irrelevant information that older listeners must inhibit in
order to attend to and process relevant information. Experi-
ment 2 therefore examined younger and older listeners’ rec-
ognition of time-compressed speech in three noise conditions
that varied the rate of the babble, including matched and
unmatched rates relative to the target speech signal.

The current experiments were designed to investigate
possible age differences in the ability to recognize rapid
speech with and without variations in speech rate, and with
variations in noise rate. Because many older listeners have
age-related hearing loss and because hearing impairment re-
duces audibility of critical speech cues~Dubnoet al., 1989!,
it is important to distinguish the detrimental effects attributed
to age from those attributed to hearing impairment. The ex-
perimental design employed four listener groups, young
normal-hearing, older normal-hearing, young hearing-
impaired, and older hearing-impaired, which permitted an
assessment of the separate effects of age and hearing impair-
ment, as well as possible interactive effects between them.

The current investigation also assessed the influence of
speech contextual cues on speech understanding perfor-
mance. Limitation in the availability of linguistic cues repre-
sents another cognitive demand that could exert a greater
influence on the performance of elderly listeners compared
to younger listeners. Prior studies~Wingfield et al., 1985;
Gordon-Salant and Fitzgibbons, 2001! showed that age-
related deficits on speeded speech tasks were strongly influ-
enced by the linguistic structure of the speech materials. In
the present experiments, it was anticipated that older listen-
ers would experience greater difficulty than younger listeners
in temporally challenging conditions when the availability of
linguistic cues was reduced~Wingfield et al., 1985!. To that
end, the speech stimuli included three forms of sentence-
length materials: original sentences, syntactic sets, and
random-order words.

II. EXPERIMENT 1: VARIATIONS IN SPEECH RATE

The purpose of experiment 1 was to examine the influ-
ence of variable-rate speech on younger and older listeners’
speech recognition performance.

A. Methods

1. Subjects

A total of 51 adults participated in the study. Subjects
assigned to the young normal-hearing group~YNH; n515)
were recruited from the student population at the University
of Maryland. These subjects were 18–40 years of age and
had pure-tone thresholds<15 dB HL (re: ANSI, 1996! from
250–4000 Hz. Subjects assigned to the elderly normal-
hearing group~ENH; n511) were community-dwelling in-
dividuals aged 65–76 years who met the same audiometric
criteria as the YNH subjects. The young hearing-impaired
listeners ~YHI; n510) were 18–40 years, with mild-to-
moderate sloping sensorineural hearing losses. The etiology
of the hearing losses was heredity or unknown. The elderly
hearing-impaired listeners~EHI; n515) were 65–76 years
with mild-to-moderate sloping sensorineural hearing losses.
These subjects had a negative history of otologic disease,
noise exposure, and family history of hearing loss. The
gradual progression of the hearing loss coupled with an ab-
sence of a known cause suggested that the etiology of the
hearing losses of the older listeners was presbycusis. Table I
presents the mean audiograms of the four listener groups.

Additional criteria for subject selection included mono-
syllabic word recognition scores in quiet~Northwestern Uni-
versity Test No. 6! exceeding 80%, normal tympanograms,
and acoustic reflex thresholds for contralateral pure-tone
stimuli ~500–2000 Hz! elicited at levels below the 90th per-
centile for individuals with comparable hearing thresholds
~Silman and Gelfand, 1981!. All listeners were native speak-
ers of English and had not participated in listening experi-
ments previously. Older listeners also passed a brief screen-
ing test for general cognitive awareness~the Mini-Mental
Status Questionnaire, Pfeiffer, 1975!, and were required to
have sufficient motor skills to provide a legible written re-
sponse.

2. Stimulus materials

The stimuli were the eight lists of the low-probability
~LP! sentences of the Revised Speech Perception in Noise
Test ~R-SPIN; Bilgeret al., 1984!. The sentences were digi-
tized onto a PC and edited to create three forms: original
sentences, syntactic sets, and random-order words. The origi-
nal, LP sentences contain no semantic cues to predict other
words in the sentence~e.g., ‘‘Mr. White should have consid-
ered the sleeve.’’!. The syntactic sets preserved each subject,
verb, and object phrase within each sentence, but presented
these phrases in random order~e.g., ‘‘Should have consid-

TABLE I. Thresholds~dB HL! (re: ANSI, 1996! and standard deviations~shown in parentheses! of young
normal hearing~Yng Norm Hrg!, elderly normal hearing~Eld Norm Hrg!, young hearing-impaired~Yng Hrg
Imp!, and elderly hearing-impaired~Eld Hrg Imp! listeners for octave frequencies from 250 through 4000 Hz.

Frequency~Hz!

250 500 1000 2000 4000
Yng Norm Hrg 5.7 ~4.6! 1.7 ~3.1! 2.0 ~3.2! 2.0 ~5.6! 2.3 ~5.3!
Eld Norm Hrg 12.7 ~7.5! 7.7 ~7.5! 7.3 ~4.7! 5.45 ~5.68! 11.82 ~7.51!
Yng Hrg Imp 9.5 ~17.4! 25.0 ~19.7! 30.5 ~18.6! 32.0 ~17.5! 43.5 ~14.9!
Eld Hrg Imp 19.0 ~9.49! 19.3 ~11.63! 25.3 ~10.26! 36.0 ~10.89! 50.67 ~8.84!
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ered Mr. White the sleeve.’’!. The random-order words con-
sisted of presentation of each word in the sentence in com-
pletely randomized order~e.g., ‘‘Have White the should Mr.
sleeve considered.’’!. The three speech forms were imple-
mented for all 200 LP-SPIN sentences.

A computer algorithm for time compression was applied
to all speech stimuli~WEDW software, Global Option;
www.castle@asel.udel.edu!. This algorithm extracted qua-
sialternate epochs throughout the designated portion of the
speech waveform; these extracted segments correspond
roughly to alternate single pitch periods~averaging 10 ms! in
the signal. Following removal of the alternating pitch peri-
ods, the algorithm applied a weighting function to over-
lapped points between the extracted segment and adjacent
remaining segments to produce a gradual rise–fall time be-
tween sequential speech segments~T. Bunnell, 1993, personal
communication!. As a result, the software technique created
a rapid signal of specified duration without audible clicks or
discontinuities, while preserving the pitch of the original sig-
nal. The time-compression algorithm was applied uniformly
throughout each sentence-length signal, or selectively to the
initial, middle, or final segment of the signal. Time compres-
sion of a single segment of the original waveforms or syn-
tactic sets corresponded to the initial, middle, or final phrase
of the signal. In the case of random-order words, time com-
pression of a single segment was applied to a set of two or
three contiguous words~depending on sentence length! ap-
pearing in the beginning, middle, or end of the stimulus. The
speech rate for the original sentences was approximately 200
words per minute~wpm!, and was reasonably constant
~610%! across all eight sentence lists and across the three
speech forms. Removal of the quasialternate epochs through-
out each sentence-length signal effectively removed 50% of
the acoustic signal, and concatenated the remaining segments
to create the 50% time compression. Thus, the speech rate of
the uniform time-compressed signals was approximately 400
wpm for each stimulus in the three speech forms. For signals
with the single-phrase time compressed, the speech rate was
approximately 265 wpm.

The rms level of each stimulus was calculated, and the
amplitude of each of these waveforms was scaled in dB rela-
tive to the rms level of the waveform for a calibration tone,
to equate all stimuli. The stimuli were converted into analog
form and recorded onto a digital audio tape recorder~Sony
PCM 2500! with a 16-s interstimulus interval~ISI!. The or-
der of the sentences was randomized for each recording of
each list. The 16-s ISI has been shown in previous experi-
ments to be sufficient for older listeners to provide a written
response for these sentence-length stimuli~Gordon-Salant
and Fitzgibbons, 1997!. A calibration tone was recorded at
the beginning of each tape that was equivalent in overall rms
level to each of the speech stimuli.

3. Procedures

There were six speech rate conditions applied to the
three stimulus forms, for a total of 18 listening conditions.
The two uniform speech rate conditions were normal-rate
speech and speech that was time compressed at a 50% time-
compression ratio~TCR! throughout the signal. Three condi-

tions applied a 50% TCR to a single segment of each speech
signal that was fixed in location at the first, second, or third
segment. The final condition applied a 50% TCR to a single
segment of each speech signal, but the location of the time-
compressed segment varied from trial to trial. The 18 listen-
ing conditions were presented in completely random order
across listeners, with random assignment of stimulus list to
listening condition.

During the experiment, listeners were seated in a
double-walled sound-attenuating booth. The stimuli were
played back from the digital audio tape recorder, routed to an
amplifier ~Crown D75!, attenuator~Hewlett-Packard 350D!,
audio mixer-amplifier~Colbourn S82-24!, second attenuator
~HP 350D!, and delivered to the listener through a monaural
insert earphone~Etymotic ER3A!. The stimuli were pre-
sented at a level of 90 dB SPL. This level was selected to
insure that the speech signals were presented at a supra-
threshold level across frequency~0.25 kHz–4 kHz! to each
hearing-impaired listener, and to equate absolute stimulus
level for presentation across all subject groups. The ear with
better hearing sensitivity or better speech recognition~if
thresholds were bilaterally symmetrical! was the test ear for
hearing-impaired listeners. The test ear was alternated for
listeners with normal hearing. All conditions for experiment
1 were presented in quiet.

The listener’s task was to write the entire speech stimu-
lus perceived on an answer sheet. Listeners were encouraged
to guess if they were unsure of the spoken message. While
the written response may have added a short-term memory
component to the task, it insures accuracy of scoring the
listener’s responses. Additionally, none of the listeners dem-
onstrated any difficulty in providing written responses within
the allotted 16-s ISI. Prior to participating in the experimen-
tal conditions, listeners heard and responded to a practice
tape that included samples of each stimulus form and speech
rate manipulation. Testing for each listener was completed in
approximately 3 h.

B. Results

Subjects’ responses were scored for percentage of cor-
rect content words~nouns, verbs, prepositions! recalled
within each stimulus list for each condition. Figure 1, panels
~a!, ~b!, and~c!, presents the mean scores of the four listener
groups for sentences, syntactic sets, and random-order
words, respectively, in the six speech rate conditions pre-
sented in quiet. The scores were analyzed using analysis of
variance ~ANOVA ! with a split-plot factorial design~two
between-subjects factors: age, hearing status; two within-
subjects factors: stimulus form and time-compression condi-
tion! following arc-sine transformation. The results revealed
a significant main effect of hearing group (p,0.05), with
hearing-impaired listeners performing more poorly than lis-
teners with normal hearing. There were also significant main
effects of age (p,0.01), stimulus form (p,0.01), and time-
compression condition (p,0.01), as well as significant in-
teractions between age and condition (p,0.01) and between
stimulus form and condition (p,0.01).

Simple main effects analyses and multiple comparison
tests were conducted to identify the sources of the interaction
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effects. Bonferroni corrections were applied for each set of
multiple comparisons to avoid type I errors and set the alpha
level atp,0.01. To examine the age3condition interaction,
average data for the two age groups in the six time-

compression conditions~collapsed across hearing loss cat-
egories and stimulus forms! are shown in Fig. 2. The statis-
tical analyses revealed that older listeners performed more
poorly than younger listeners in all conditions involving time
compression, but not in the normal-rate speech condition.
Performance in the six time-compression conditions was
somewhat different for younger and older listeners. Younger
listeners obtained poorer scores in the uniform time-
compression condition than in the normal-rate speech condi-
tion; none of the other differences was statistically significant
for this group. Thus, performance of these listeners in the
single-segment time-compression conditions was equivalent
across these conditions and equivalent to performance for
normal-rate speech and for uniformly time-compressed
speech. Older listeners obtained significantly poorer scores
in the single segment time-compressed conditions~TC-Seg1,
TC-Seg2, TC-Seg3, TC-Seg Random! compared to the
normal-rate condition, and significantly poorer scores in the
condition in which the entire speech stimulus is time com-
pressed~TC-uniform! compared to all other conditions. The
older listeners did not show significant performance differ-
ences between the four single-segment time-compression
conditions.

Figure 3 presents data averaged across the four groups
for the three speech forms and six time-compression condi-
tions, to explore further the form3condition interaction.
Simple main effects analyses and multiple comparison tests
revealed that for each condition, recognition scores were
poorer for the syntactic sets (p,0.01) than the original sen-
tences, and poorer for the random-order words (p,0.01)
than for the original sentences and syntactic sets. The pattern
of performance in the different conditions was similar for
sentences and syntactic sets: scores were highest in the
normal-rate speech conditions, poorer but equivalent in the
single-segment time-compression conditions, and poorest in
the uniform time-compression condition. For random-order
words, a different performance pattern emerged: perfor-

FIG. 1. Mean percent-correct speech recognition scores of the four listener
groups ~Yng Norm5young normal hearing, Eld Norm5Elderly normal
hearing, Yng HI5Young hearing-impaired, Eld HI5Elderly hearing-
impaired! for six speech-rate conditions in quiet~No TC5no time compres-
sion, TC-Seg15time compression for segment 1, TC-Seg25time compres-
sion for segment 2, TC-Seg35time compression for segment 3, TC-Seg
Random5time compression for one segment of random location, TC-
uniform5time compression implemented uniformly throughout the stimu-
lus!, for three stimulus forms@Panel~a!5sentences, panel~b!5syntactic sets,
panel~c!5random order words#. Error bars represent the standard error of
the mean.

FIG. 2. Mean percent-correct speech recognition scores in the six listening
conditions for young and elderly listeners. The data are collapsed across all
three stimulus forms, and across the normal-hearing and hearing-impaired
groups. Error bars represent the standard error of the mean.
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mance was significantly poorer in the uniform time-
compression condition compared to all other conditions, but
scores for the normal-rate speech condition were higher than
those observed for conditions with time compression of seg-
ments 1 or 2 only.

C. Discussion

The main effect of hearing status indicates that hearing-
impaired listeners showed significantly reduced scores com-
pared to normal-hearing listeners in all conditions. Although
significantly reduced relative to the scores of normal-hearing
listeners, the mean speech recognition scores of hearing-
impaired listeners exceeded 90% in the normal-rate condi-
tion for sentences, reflecting the selection of subjects with
good-to-excellent monosyllabic speech recognition scores
and the utility of the high speech presentation level. The
effect of hearing impairment did not interact with time-
compression condition, indicating that the reduced audibility
and/or distortion imposed by mild-to-moderate sensorineural
hearing loss influenced performance regardless of the presen-
tation rate of the signal. It is also noteworthy that the hearing
loss effect did not interact with age effects, suggesting that
hearing impairment and age are independent sources contrib-
uting to many older listeners’ difficulties with understanding
speech in time-compression conditions. These findings gen-
erally agree with our previous work~Gordon-Salant and
Fitzgibbons, 1993!.

Age-related deficits were prominent in many of the
speech tasks. In particular, older listeners, both normal-
hearing and hearing-impaired, performed more poorly than
younger listeners in all conditions involving time compres-
sion. These findings are consistent with previous reports of
older listeners’ difficulty with time-compressed speech when
the time-compression algorithm is applied throughout the
speech stimulus~e.g., Vaughan and Letowski, 1997!. The
present results also extend these findings to communication
situations in which only one segment of a spoken message is
incremented in rate. Thus, older listeners experience more
difficulty than younger listeners in understanding the mes-

sage when only one phrase of the message is rapid. Because
conversational speech is rarely spoken ‘‘recitation style’’
with uniformity throughout the message, it is likely that ev-
eryday speech is characterized by similar fluctuations in pre-
sentation rate. Rapidly articulated everyday speech may in-
clude additional modifications to the acoustic characteristics
of speech~e.g., alterations in closure duration, transition du-
ration, incomplete closure! that can further degrade the sig-
nal and reduce speech intelligibility. Nevertheless, the cur-
rent results indicate that an increment in speech rate, even for
a small proportion of a message containing fully articulated
phonemes, may be one source of age-related difficulty in
understanding everyday speech.

The condition effect varied with subject age. The prin-
cipal significant effect for young subjects was better recog-
nition of normal-rate speech than uniformly time-
compressed speech, suggesting that the overall rapid speech
rate condition was challenging for these listeners. However,
younger listeners did not show significant decrements in
scores for the single-segment time-compression conditions
compared to the normal-rate speech condition, nor signifi-
cant decrements in scores for uniform time-compression
compared to the single-segment conditions, suggesting that
these listeners do not show a progressive decline in perfor-
mance with each increment in presentation rate. Performance
across conditions was somewhat different for older listeners.
The elderly listeners showed best performance for normal-
rate speech, poorer performance for single-phrase time-
compressed speech, and poorest performance for uniform
time-compressed speech. Moreover, there were no differ-
ences in performance for the different single-segment time-
compression conditions, including the random segment con-
dition. This condition effect suggests that older listeners’
performance for time-compressed speech is influenced pri-
marily by the duration of the sentence that is processed by
time compression. These results are consistent with the slow-
ing hypothesis~Birren, 1965; Salthouse, 1982; Wingfield
et al., 1985!, which predicts that the performance of older
listeners becomes disproportionately poorer as available pro-
cessing time is reduced. The results do not support an inter-
pretation based on reduced cognitive function related to ad-
aptation to novel stimuli, as described in the Introduction. If
a decline in the ability to adjust to changes in the stimulus
speed associated with perceptual normalization were the
principal source of the deficit, then poorer performance for a
single time-compressed phrase compared to either uniform
speech rate condition~normal rate or 50% TCR! would have
been observed, as greater adjustment to speech rate would be
required for analysis of the more widely disparate time-
varying signals. Moreover, poorer performance would be
predicted for a single, random time-compressed phrase than
a single time-compressed phrase in a fixed location, as addi-
tional cognitive abilities would be required to switch atten-
tion and process the unpredictable stimulus represented by
the random condition. This clearly wasn’t the pattern of per-
formance observed. Rather, speech recognition performance
of elderly listeners became progressively poorer as the pro-
portion of the sentence affected by time compression was
increased, suggesting that it is the overall speed of the sen-

FIG. 3. Mean percent-correct recognition scores in the six listening condi-
tions across the three stimulus forms. Scores are collapsed across the four
listener groups.
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tence that dominates the temporal effects of time-compressed
speech for older listeners. Conversely, the present results also
indicate that older listeners recognize speech better in condi-
tions with a single speeded phrase, regardless of the location
of the single phrase, in comparison to a uniformly speeded
message. This indicates that slowing down only a portion of
a message may be beneficial to elderly listeners.

The effect of stimulus form was similar across all lis-
tener groups and all time-compression conditions. Listeners
showed progressively poorer scores as the amount of linguis-
tic information in the stimuli was reduced: recognition scores
were highest for sentences in their original word order,
scores were reduced for syntactic sets, and scores were poor-
est for random-order words. Thus, the availability of linguis-
tic contextual cues aided sentence recognition in normal-rate
speech conditions and under the adverse listening conditions
of accelerated speech rates. The original sentences used in
these experiments were the low-probability SPIN sentences,
which do not contain semantic contextual cues. The effect of
stimulus form in the present experiments suggests that the
grammatical rules of sentence structure and word order are
important in aiding overall speech recognition, and under-
score the value of any type of contextual information for
facilitating speech recognition. Younger and older listeners
showed the same effect of stimulus form in the various time
compression conditions, contrary to previous results~Wing-
field et al., 1985!. In this earlier study, older listeners exhib-
ited greater detrimental effects of time-compressed speech
compared to younger listeners, as the linguistic redundancy
in the speech materials was reduced. The disparate results
between the two studies may be associated with the amount
of semantic contextual information available in the sentence
stimuli, the specific time-compression method, or the audio-
logical characteristics of the older listeners. In the present
study, the effect of time-compression condition was some-
what different for random-order words compared to the other
stimulus forms, with poorer performance observed for recog-
nition of stimuli with time compression of segments 1 or 2,
compared to normal-rate speech. The source of this observa-
tion is not readily apparent, but may be attributed in part to
the difficult nature of recalling a list of unrelated random
words and the importance of the initial information in a spo-
ken utterance.

III. EXPERIMENT 2: VARIATIONS IN BABBLE RATE

Experiment 2 was conducted to investigate the hypoth-
esis that temporally mismatched background babble, relative
to a target speech signal, would produce less masking than
temporally matched babble. The second hypothesis investi-
gated was that older listeners would be less able to take
advantage of temporal differences between target signal and
background babble than younger listeners.

A. Methods

1. Subjects

The same subjects who participated in experiment 1 also
participated in experiment 2.

2. Stimulus materials and background noise

Speech materials consisted of the uniformly time-
compressed~50% TCR! sentences, syntactic sets, and
random-order words, derived from the LP-SPIN sentences,
as described in experiment 1.

A background of multitalker babble, recorded with the
R-SPIN test, was presented in all of the conditions. Three
babble rates were created by digitizing the 12-talker babble
from the original R-SPIN tapes to a PC, and using either the
natural rate babble or applying the time-compression algo-
rithm ~25% TCR and 50% TCR! to the sampled babble. For
each stimulus on each list, brief waveforms of each form of
the babble were created so that they were aligned220 ms
with the onset of the target stimulus and120 ms with the
offset of the target stimulus~i.e., the onset of the babble
preceded the onset of the speech stimulus by 20 ms and the
offset of the babble trailed the offset of the speech stimulus
by 20 ms!. The rms level of each sentence-length babble
sample~compressed and uncompressed! was calculated, and
the amplitude of each of these waveforms was scaled in dB
relative to the rms level of the waveform for a calibration
tone. The rms level of each sample remained constant before
and after the time-compression processing. Additionally, the
amplitude density functions of each babble sample were ex-
amined to determine if they were altered systematically by
time compression. Kurtosis values were calculated as a mea-
surement of the peakedness of these functions. The mean
kurtosis values~and standard deviations! for the normal-rate
babble, 25% time-compressed, and 50% time-compressed
babble samples were 0.88~0.64!, 0.21 ~0.82!, and 0.26
~0.79!, respectively, and were not significantly different (p
.0.05). As noted in experiment 1, the target stimuli were
previously scaled in level to be equivalent in rms to that of a
calibration tone. The stimuli and background babble~with
their respective calibration tones! were played back from
separate channels of the PC, converted to analog form, and
recorded on separate channels of the DAT recorder.

3. Procedures

The nine new conditions presented in experiment 2 were
the three forms of uniformly time-compressed speech pre-
sented in three rates of babble: normal-rate babble, time-
compressed babble with a 25% TCR, and time-compressed
babble with a 50% TCR. The stimuli and noise were played
back on separate channels of the DAT, routed to separate
attenuators~Hewlett-Packard 350D!, mixed and amplified
~Colbourn audio mixer amplifier model S82-24!, and pre-
sented through a single insert earphone. The speech presen-
tation level was 90 dB SPL, and the signal-to-noise ratio was
112 dB at the earphone. The order of conditions was ran-
domized across listeners. Listeners were instructed to ignore
the noise and write down the entire sentence-length stimulus.
The time required for completion of experiment 2 was ap-
proximately 2 h.

B. Results

Figure 4, panels~a!, ~b!, and~c!, presents the mean rec-
ognition scores for uniformly time-compressed sentences,
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syntactic sets, and random-order words, respectively, in the
various noise conditions. ANOVAs were conducted on the
arc-sine transformed recognition scores separately for each
stimulus form using a split-plot randomized factorial design
with two between-subjects factors~age and hearing status!
and one within-subjects factor~noise condition!. The results
showed a significant main effect of age (p,0.01) for all
three stimulus forms, and a significant main effect of noise
condition (p,0.01) for the sentences and syntactic sets. The
finding that the main effect of age was significant and not
involved in any interactions substantiated the observation
that older listeners performed more poorly than younger lis-

teners in all conditions. Multiple comparison testing was
conducted to analyze further the noise condition effect, and
revealed that recognition of rapid speech in time-compressed
babble with 50% TCR was significantly poorer than recog-
nition of rapid speech in either normal-rate babble or time-
compressed babble with 25% TCR. The effect of hearing
status was not significant for any of the stimulus forms.

C. Discussion

Recognition of time-compressed speech in noise appears
to be affected by the temporal characteristics of the noise
relative to those of the speech signal, particularly for rapid
speech with linguistic contextual cues. In the present experi-
ment, listeners performed better in conditions in which the
rate of the target speech signal and background babble were
mismatched compared to when they were matched. The gen-
eral pattern of performance, where condition effects were
observed, was poor but equal scores in the normal-rate
babble and 25% TCR babble conditions, and poorer scores in
the 50% TCR babble condition. This pattern of results indi-
cates that listeners compared the overall rates of a target
speech signal and the background noise and were able to
take advantage of differences in these rates to improve
speech recognition. Moreover, the results suggest that listen-
ers were apparently able to extract word-rate variations in a
series of babble backgrounds that were all unintelligible.
These findings support the predictions based on figure–
ground separation, which postulated that listeners would per-
form better when the presentation rates of speech and noise
were different relative to conditions in which the rates were
the same. The current experiments provide an initial test of
this supposition with one speech rate and several babble
rates. Further tests of this hypothesis would require addi-
tional speech rates, and background babble rates that are
both faster and slower than the target speech rates. An alter-
native explanation for the condition effect is that increasing
the rate of the speech babble created in increase in energetic
masking, resulting in poorest performance in the noise con-
dition with 50% time compression of the babble. However, if
an increase in energetic masking was the principal underly-
ing factor to account for the results, then the results should
show a decrease in recognition performance in the 25% TC
babble condition relative to the normal-rate babble condition,
assuming a fairly linear relationship between modulation rate
and performance. This finding was not observed. Although
the samples of normal-rate 12-talker babble contained ran-
dom dips in the waveform envelope during which there is a
temporary increase in the signal-to-noise ratio, we observed
no consistent changes in the temporal structure following
time compression. However, these few conditions don’t pro-
vide a systematic examination of the energetic masking hy-
pothesis; further testing with additional, faster babble rates
and controlled modulation rates would be needed to provide
a stronger test of energetic masking effects.

Younger and older listeners exhibited the same general
performance pattern, indicating that both age groups were
able to take advantage of the temporal mismatch between
target and background. These findings generally agree with
those reported by others~Takahashi and Bacon, 1992; Souza

FIG. 4. Mean percent-correct speech recognition scores of the four listener
groups for uniform time-compressed speech presented in three noise condi-
tions ~normal-rate babble, babble compressed at a 25% time-compression
ratio, and babble compressed at a 50% time-compression ratio!, for three
stimulus forms @Panel~a!5sentences, panel~b!5syntactic sets, panel~c!
5random-order words#. Error bars represent the standard error of the mean.
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and Turner, 1994; Dubnoet al., 2002!, who used different
types of speech stimuli, noise, and methods to alter the tem-
poral fluctuations of speech and noise. However, it is also
noted that older listeners in the present study performed
more poorly than younger listeners in all conditions. Thus,
while older listeners derived about the same improvement as
younger listeners as a result of the temporal alterations in the
noise, their overall performance level was depressed relative
to that of younger listeners. The source of the age effect in all
noise conditions is unknown at present. One possibility re-
lates to the hypothesis that performance on tasks under ex-
ecutive control is reduced in older people. The ability to
inhibit the processing of a competing voice in the back-
ground while trying to listen to a target speaker is considered
an executive function~Tun et al., 2002!. The executive con-
trol theory predicted that age-related differences would be
observed in all conditions involving a background of noise,
regardless of its rate. The age effect observed in all noise
conditions and for all stimulus forms, with no interaction
effects, was consistent with the predictions of the executive
control theory. Tunet al. ~2002! also observed that older
listeners performed more poorly than younger listeners in a
series of speech recognition tasks involving distracting ver-
bal stimuli. The experimental variable in this previous study
was the semantic content of the target signals and competing
talkers, rather than presentation rates of target and back-
ground. Nevertheless, the impaired ability of older people to
inhibit the processing of a speech background, regardless of
its semantic content, supported an age-related decline in di-
vided attention and selective listening, two high-level cogni-
tive abilities under central executive control. The findings of
the current study are not consistent with the notion that older
listeners are less sensitive to changes in the overall presen-
tation rate of speech stimuli than younger listeners. If age-
related differences in rate discrimination were a key factor to
account for the results, then older listeners would have ben-
efited less from the temporally mismatched conditions rela-
tive to the matched conditions, compared to younger listen-
ers.

The effects of noise background varied somewhat with
the availability of linguistic cues. Although a noise condition
effect was observed for sentences and syntactic sets, this
effect was not observed for random-order words, the stimu-
lus form that is devoid of linguistic information. One pos-
sible explanation for this finding is that recognition perfor-
mance for speeded, random words was considerably
diminished, and that any words that listeners were able to
retrieve among these impoverished stimuli were sufficiently
robust to be minimally affected by noise, regardless of its
speed. The absence of a condition effect for random-order
words is consistent with the notion that all listeners have
difficulty inhibiting the processing of irrelevant information
when the target signal itself is difficult to recognize.

An effect of hearing status was not observed in the noise
conditions, although it was observed consistently in quiet.
This difference is probably associated with more extensive
differences in the audibility of the speech signals between
the normal and hearing-impaired groups in quiet than in
noise. The presence of the noise appeared to alter the audi-

bility of the signal more extensively for normal-hearing lis-
teners than for hearing-impaired listeners. For example, for
the normal-rate babble only, apost hocanalysis indicated a
significantly greater decline in performance from the quiet
condition to the normal-rate babble condition for normal-
hearing listeners compared to hearing-impaired listeners (p
,0.01). Thus, the presence of noise minimized the differ-
ence in signal audibility~i.e., effective band signal-to-noise
ratios necessary for speech recognition! between normal-
hearing and hearing-impaired listeners.

IV. SUMMARY AND CONCLUSIONS

The principal findings of the current experiments were
as follows.

~1! Older listeners perform more poorly than younger listen-
ers on nearly all speech recognition tasks involving
speeded speech, with poorest performance observed for
uniform time compression of speech.

~2! Increasing the speed of only one phrase in a sentence is
detrimental for older listeners, compared to normal-rate
speech.

~3! Time compression of a single phrase presented randomly
does not produce poorer scores than time compression of
a fixed phrase in the sentence.

~4! Both younger and older listeners show better recognition
of time-compressed sentences when the temporal char-
acteristics of target speech signal and background babble
are mismatched than when temporal characteristics are
matched.

~5! Hearing-impaired listeners perform more poorly than
normal-hearing listeners in all normal-rate and speeded
speech conditions presented in quiet.

The findings generally support the hypothesis that
younger and older listeners are differentially affected by
speeded speech tasks, with increased speed of any phrase of
a spoken message having a particularly detrimental effect on
the performance of older listeners. Moreover, age-related
deficits increase with faster presentation rates, which corre-
spond to reduced stimulus durations. These results agree
with the slowing hypothesis, which states that reductions in
available processing time have an excessive impact on per-
formance of older listeners. Additionally, performance is
consistently poorer for older listeners than for younger lis-
teners during speeded speech tasks in a background of
speech babble presented at several rates, including a normal-
rate and two speeded speech rates. The age-related deficit in
the ability to ignore a background of distracting information
appears to be consistent with a cognitive decline in executive
function. For both younger and older listeners, the interfer-
ence of background noise is greatest when the temporal com-
position of the speech and noise is matched, and less so
when it is dissimilar, at least for speech stimuli presented at
a rapid rate and containing contextual linguistic information.
Thus, it appears that both younger and older listeners com-
pare overall rates of the target and background, and are better
able to resolve the target signal when its rate is distinct from
that of a speech background. This example of auditory
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figure–ground separation suggests that overall speech rate
relative to background speech rate is a possible cue for im-
proving speech recognition in noise. Generally, the results
suggest that older listeners are less adept than younger lis-
teners at adjusting to moment-to-moment fluctuations in
speaking rate, but have a comparable ability to younger lis-
teners at taking advantage of a temporal mismatch between
signal and noise to resolve the target message. Further re-
search examining the range of speeds of target and noise
over which this advantage operates in older listeners would
be useful for possible refinement of hypotheses intended to
unravel the source of age-related performance deficits in de-
graded listening conditions.
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Acoustic cavitation has been shown to deliver molecules into viable cells, which is of interest for
drug and gene delivery applications. To address mechanisms of these acoustic bioeffects, this work
measured the lifetime of albumin-stabilized cavitation bubbles~Optison! and correlated it with
desirable~intracellular uptake of molecules! and undesirable~loss of cell viability! bioeffects.
Optison was exposed to 500 kHz ultrasound~acoustic pressures of 0.6–3.0 MPa and energy
exposures of 0.2– 200 J/cm2) either with or without the presence of DU145 prostate cancer cells
(106 cells/ml) bathed in calcein, a cell-impermeant tracer molecule. Bubble lifetime was determined
using a Coulter counter and flow cytometer, while bioeffects were evaluated by flow cytometry. The
lifetime of Optison cavitation nuclei was found to decrease and bioeffects~molecular uptake and
loss of cell viability! were found to increase with increasing acoustic energy exposure. These
bioeffects correlated well with the disappearance of bubbles, suggesting that contrast agent
destruction either directly or indirectly affected cells, probably involving unstabilized cavitation
nuclei created upon the destruction of Optison. Because Optison solutions presonicated to destroy
all detectable bubbles also caused significant bioeffects, the indirect mechanism involving
secondary cavitation bubbles is more likely. ©2004 Acoustical Society of America.
@DOI: 10.1121/1.1624073#

PACS numbers: 43.80.Gx, 43.80.Sh@FD# Pages: 1818–1825

I. INTRODUCTION

In addition to ultrasound’s widespread role as a diagnos-
tic medical tool~Kremkau, 1998!, ultrasound is being stud-
ied for a number of new therapeutic applications. For ex-
ample, ultrasound has been shown to increase DNA
transfection and protein delivery in cell suspensions and ani-
mals ~Fechheimeret al., 1987; Miller et al., 1999; Ward
et al., 2000; Guzmanet al., 2002!. Ultrasound has also been
shown to induce changes in adhesion, migration and prolif-
eration of sonicated cells that may have use in arterial reca-
nalization~Rosenscheinet al., 1995; Alteret al., 1998!, en-
hance antibiotic action against some bacteria~Rediskeet al.,
1999!, selectively trigger apoptosis of malignant cells in
blood ~Lagneauxet al., 2002!, accelerate bone repair~Hey-
beli et al., 2002!, and increase transport across the blood–
brain barrier~Mesiwalaet al., 2002!. Many of these effects
are hypothesized to be caused by reparable sonoporation,
which involves a temporary disruption of cell membrane
structure that subsequently reseals~Ward et al., 2000; Wu
et al., 2002!. Many of the acoustic bioeffects are believed to
be caused primarily by ultrasound-induced cavitation~Leigh-
ton, 1994; Barnettet al., 1994!.

Acoustic bioeffects have been utilized for ultrasound-
mediated drug delivery based on reparable sonoporation.
This approach has received increasing attention as a novel
strategy to target transport of drugs and genes into cells and

tissue ~Mitragotri et al., 1995; Keyhaniet al., 2001; Pruitt
and Pitt, 2002; Taniyamaet al., 2002; Zdericet al., 2002!. In
contrast to systemic procedures, delivery enhanced by ultra-
sound can be focused onto target tissues. This can reduce the
whole body doses of a drug and allow delivery of molecules
to precise locations in the body, which may reduce side ef-
fects and treatment costs~Miller, 2000!.

Ultrasound-mediated delivery can also transport mol-
ecules intracellularly~Bao et al., 1997; Guzmanet al.,
2001a, b!, which is often important for gene- and protein-
based therapies. Although exciting applications of
ultrasound-mediated therapy have been demonstrated, repro-
ducible bioeffects may be difficult to achieve if only acoustic
conditions are controlled. Medical applications may require
directly controlling cavitation, which depends in a complex
time-dependent manner on the acoustic and physical envi-
ronment. This is because ultrasound’s bioeffects are known
to be largely mediated by cavitation that takes place even at
moderate acoustic pressures in the presence of contrast
agents~Ward et al., 2000; Heybeliet al., 2002!.

Contrast agents like Optison or Albunex provide nuclei
for cavitation in the forms of stabilized gas spheres or pock-
ets of gas and shell fragments released from the disruption of
stabilized spheres~Brayman and Miller, 1997; Daleckiet al.,
1997; Miller, 1998; Wardet al., 2000; Wu, 2002!. Applica-
tion of ultrasound to these nuclei can cause oscillations and
violent collapse of bubbles in the surrounding liquid, micros-
treaming, shock waves and microjets~Leighton, 1994; Mar-
mottant and Hilgenfeldt, 2003!. The availability of cavitation
nuclei for interaction with ultrasound determines the ability
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of sonication to generate inertial cavitation~Chen et al.,
2003a!. A study with human erythrocytes and 1 MHz ultra-
sound revealed that gas bodies capable of nucleating violent
cavitation activity persist even after the rapid destruction of
albumin-covered contrast agent Albunex~Brayman and
Miller, 1997!. Theoretical considerations predict that free
bubbles liberated from contrast-agent gas bodies are much
more active than the stabilized shell-encapsulated gas
bubbles~Miller, 1998; Wu, 2002!. Such bubbles, over a very
wide range of bubble sizes, can be highly inertially active
even during just one acoustic cycle~Flynn and Church,
1988!. Other studies have addressed bubble destruction
mechanisms and fragmentation thresholds~Dayton et al.,
1999; Chomaset al., 2001; Chenet al., 2003b!.

Motivated by the need to characterize and control cavi-
tation activity and, we hypothesize, thereby control bioef-
fects, the aims of this study were to measure the size and
lifetime of cavitation and correlate them with bioeffects on
cell suspensionsin vitro. Bubble lifetime is defined as the
duration of sonication after which Optison bubbles can no
longer be detected. An additional task was to test the hypoth-
esis that bioeffects caused by ultrasound in the presence of
Optison are mediated by secondary cavitation bubbles gen-
erated from Optison nucleation sites.

II. MATERALS AND METHODS

A. Cell sample preparation

For experiments involving cells, we used the methods
described by Guzmanet al. ~2001a!. Briefly, DU145 human
prostate cancer cells~ATCC HTB 81, American Type Culture
Collection, Rockville, MD! were cultured as monolayers in a
humidified atmosphere of 95% air and 5% CO2 at 37 °C in
RPMI-1640 media supplemented with 10%~v/v! heat inac-
tivated fetal bovine serum and 100mg/ml penicillin-
streptomycin~Cellgro, Mediatech, Herndon, VA!. Cells were
harvested by trypsin/EDTA~Cellgro! digestion, washed, and
resuspended at a concentration of 106 cells/ml ~average cell-
to-cell distance of;80mm) in RPMI containing 10mM
calcein~623 Da, radius50.6 nm; Molecular Probes, Eugene,
OR!. Calcein is a green-fluorescent, normally cell-
impermeant molecule that was used to quantify transport of
molecules into viable cells.

B. Ultrasound apparatus

Ultrasound at 500-kHz frequency, 60-ms pulse length
and 6% duty cycle~i.e., 1 pulse per second! was generated
by a submersible, focused, piezoceramic transducer with
7.5-cm diameter~Techno Scientific, Woodbridge, Ontario,
Canada! housed in a polycarbonate tank containing an acous-
tic absorber ~SC-501 Acoustic Rubber, Sonic Concepts,
Woodinville, WA! and filled with de-ionized, distilled and
partially degassed water (O2 levels below 75% saturation!
~U.S. Filter, Palm Desert, CA! at 23– 24 °C. The transducer
had a 9 cmfocal length and26 dB beam width of 3 mm at
the focal beam point.

A 500-kHz sinusoid generated by a programmable wave
form generator~Stanford Research Instruments, Sunnyvale,
CA! and amplified by a custom tone burst amplifier~Techno

Scientific! powered and controlled the response of the trans-
ducer. The acoustic field generated by the transducer was
calibrated using a 0.2-mm aperture PVDF membrane hydro-
phone ~NTR Systems, Seattle, WA!. Energy exposure,E,
delivered to the focal beam point during the time,t, was
calculated asE5P2t/rc, whereP is rms pressure,r is den-
sity of water, andc is speed of sound in water~Leighton,
1994!. Spatial-peak-temporal-peak negative pressure was
varied between 0.6 and 3.0 MPa.

C. Ultrasound exposure and quantification of
bioeffects

Cells in RPMI that contained calcein and 1.7% v/v
albumin-stabilized gas bubbles@;107 bubbles/ml, i.e., cell-
to-bubble ratio of 0.1, cell-to-bubble distance of 40mm
~Ward et al., 2000; Guzmanet al., 2003!# ~Optison, Amer-
sham Health, Princeton, NJ! were slowly injected~to miti-
gate shear-flow effects on cell membranes and Optison
bubbles! into a 1.2-ml polyethylene transfer pipette~Samco,
San Fernando, CA, catalog no. 241! and exposed in the focal
beam point of the transducer at known acoustic conditions.
‘‘Sham’’ exposures to ultrasound~i.e., no ultrasound applied!
were conducted as negative controls.

Because the pipette sample cross section~1 by 2.5 cm!
was larger than the acoustic beam width, there was a nonuni-
form exposure inside the pipette. This effect was compen-
sated for by vigorous mixing generated by ultrasound inside
the pipette, so that cells and bubbles were continuously
cycled through the high pressure region. This mixing was
evident by visual observation even on the time scale of a
single 60-ms burst. Additional efforts to promote mixing,
such as rotation of the pipette~Brayman and Miller, 1999!,
were not required.

After sonication, samples were immediately transferred
to 1.5-ml microcentrifuge tubes~Brinkmann Instruments,
Westbury, NY! and left to incubate for 5 min at room tem-
perature to permit cells to ‘‘recover’’~Keyhaniet al., 1998!.
Cells were washed to remove calcein present in the extracel-
lular fluid and subsequently incubated in phosphate-buffered
saline containing 0.1 mg/ml propidium iodide~Molecular
Probes! to stain nonviable cells. Fluorescent reference beads
~Molecular Probes! were added to facilitate cell viability
analysis, as described previously by Guzmanet al. ~2001a!.

Molecular uptake~i.e., amount of calcein delivered into
a cell! and cell viability were quantified by a FACS Vantage
SE flow cytometer~Becton Dickinson, San Jose, CA! as de-
scribed by Guzmanet al. ~2001a!. Fluorescence measure-
ments were used to distinguish viable from nonviable cells
~PI fluorescence, 665- to 685-nm bandpass filter! and to mea-
sure calcein uptake~calcein fluorescence, 515- to 545-nm
bandpass filter!.

D. Measurement of bubble size, concentration, and
lifetime

Before sonication, the concentration of Optison provided
by the manufacturer is 5.0– 8.03108 bubbles/ml~Amersham
Health!. Optison bubbles are reported to range in diameter
from approximately 1 to 20mm, with 92.5% smaller than 10
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mm ~Jablonskiet al., 1998!, which is consistent with Coulter
counter measurements in our study~see below!.

To determine the size, concentration, and lifetime of
bubbles during and after sonication, we used three different
methods. Coulter counting and flow cytometry were used for
postsonication measurement and acoustic scattering was
used for measurements made during sonication. For Coulter
counter and flow cytometer measurements, Optison bubbles
were added to RPMI media to achieve a final concentration
of 1.7% v/v~unless otherwise noted! and exposed to acoustic
conditions over the same range as in the experiments with
cells. Samples were then diluted 200-fold with Isoton II so-
lution ~Beckman Coulter! ~Sontum and Christiansen, 1994!
and immediately examined by electrical zone sensing with a
Coulter Multisizer II ~Beckman Coulter, Fullerton, CA! to
determine the size distribution and concentration of bubbles
as small as 2mm, which was the instrument’s detection limit.
The Coulter apparatus was fitted with a 100-mm orifice, the
aperture current was fixed at 1600mA, the gain factor was
set at 2, and the siphon volume was fixed at 500ml. Each
experiment was performed in triplicate. Measurements were
made within 5 min after sonication.

To count bubbles with diameters less than 2mm, a flow
cytometer~Becton-Dickinson, LSR I, San Jose, CA! was em-
ployed. Flow cytometry light scattering measurements have
been used in previous studies to determine the size of par-
ticles, and have been shown to yield results similar to elec-
trically based measurements obtained by Coulter counting
~Yeng et al., 2002!. After exposing Optison to ultrasound as
described above, flow cytometry forward scatter measure-
ments were made and compared to polymer beads~Poly-
sciences, Warrington, PA! with known diameters for size
calibration.

These experiments to characterize bubble populations
were performed in the absence of cells to eliminate difficulty
in distinguishing cells and cell debris from bubbles in the
Coulter counter. To verify that removal of cells did not alter
bubble dynamics, bubble size distribution and concentration
were compared using three methods to account for the ef-
fects of cells: (i ) data from Optison bubbles exposed to ul-
trasound without cells, (i i ) data from Optison exposed to
ultrasound with cells, modified by subtracting out data from
cells exposed to ultrasound without Optison and (i i i ) data
from Optison exposed to ultrasound with cells, modified by
subtracting out data from cells exposed to ultrasound with
the ‘‘remnants’’ of Optison after exposure to vacuum~30 min
at 0.6 atm! to remove bubbles. Bubble concentrations and
size distributions were approximately the same for each of
these scenarios both before and after sonication at 5 J/cm2

~data not shown!, suggesting that cells did not have a protec-
tive ~or destructive! effect on bubbles during sonication.

We were concerned that during the 5 min between soni-
cation and analysis, bubble populations could change. In a
control experiment, we found that both flow cytometry and
Coulter counting showed that Optison bubbles did not
change their concentration and size distribution during at
least 10 min in mixture with RPMI~data not shown!. This
suggests that albumin-stabilized Optison bubbles present at
the end of sonication were probably unchanged at the time of

subsequent analysis. However, we do not have information
about the fate of other bubbles that may not have been sta-
bilized by an albumin shell and possibly changed or even
disappeared between sonication and analysis.

Due to these limitations of post-exposure analysis of
bubble populations, we also used real-time acoustic scatter-
ing measurements to provide information about bubble con-
centration and lifetime~but not size!. During sonication, a
custom, broadband, piezopolymer hydrophone with active
diameter 13 mm~Sonic Concepts! was placed approximately
2 mm behind the sample pipette in line with the transducer.
Placing the hydrophone behind the sample pipette could
cause acoustic reflections. However, rates of Optison de-
struction were the same either with or without the hydro-
phone placed behind the sample, suggesting that the acoustic
field was not significantly changed.

The signal from the hydrophone was amplified and ac-
quired with an NI 5911 high-speed digitizer and LabVIEW
software~National Instruments, Austin, TX! operating on a
personal computer. Average intensity at the fundamental fre-
quency~500 kHz! of every ultrasound burst was estimated
using fast Fourier transformation~FFT! of the obtained data.
This intensity was used as a relative, inverse measure of
bubble concentration when normalized relative to intensity
measured using samples without Optison at the same condi-
tions. This approach is based on the expectation that Optison
bubbles scatter acoustic energy and thereby reduce the signal
received by the hydrophone. We further calibrated by assum-
ing that scattering intensities during the first 100ms of soni-
cation corresponded to the signal with no bubbles destroyed.

As an additional method to detect bubbles, acoustic sig-
nals scattered or emitted from the exposure pipette were col-
lected by a hydrophone~Sonic Concepts! approximately 2.5
cm adjacent to the sample pipette~i.e., at 90° off axis from
the transducer! at the location where the maximum signal
intensity was recorded. Collected signals were transformed
to the frequency domain using FFT as described before.

The broadband noise was used as a measure of inertial
cavitation activity~Chenet al., 2003a, 2003b! by measuring
the root-mean-squared~rms! intensity of the frequency spec-
tra between 750 and 1000 kHz. This range was large enough
to provide meaningful averaging, but sufficiently narrow to
avoid the base of the harmonic peaks~Chenet al., 2003a!.
Broadband noise measurements were normalized relative to
the broadband intensity recorded at the same conditions
without Optison to account for background noise from the
solution without Optison, chamber walls, side-lobes of the
transducer, and reflected waves.

E. Statistical analysis

At each condition tested, a minimum of three replicate
samples was measured, from which the mean and standard
error of the mean~SEM! was calculated. A Student’st-test
was used when comparing two experimental conditions.
One-way analysis of variance~ANOVA, a50.05) was per-
formed when comparing one factor with three or more ex-
perimental conditions and two-way analysis when comparing
two factors. Ap-value ,0.05 was considering statistically
significant. Data are expressed as mean6SEM in the figures.
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To identify trends in experimental data, regression mod-
els based on restricted cubic splines~S-Plus, MATHSOFT,
Seattle, WA! were used. ‘‘Goodness’’ of fit for each trend
was determined using the multipleR2 statistic, which repre-
sents the amount or variability in the response variable that is
explained by the fitted variable. A multipleR2 of 1 indicates
a perfect relationship between the fit and response variables,
while a multipleR2 of 0 indicates no relationship.

III. RESULTS AND DISCUSSION

A. Optison bubble destruction as a function of time
and pressure

Previous studies have observed destruction of Optison
bubbles due to ultrasound~Dayton et al., 1999; Chomas
et al., 2001; Chenet al., 2003b!, but have not quantified the
kinetics of bubble destruction or its dependence on acoustic
parameters. As shown in Fig. 1~a!, the application of ultra-
sound was found to destroy Optison bubbles as a function of
time and pressure. Bubble concentrations were determined in
Fig. 1~a! by electrical zone sensing using a Coulter counter.
At the highest pressure examined~1.8 MPa!, bubbles were

rapidly destroyed during the first few hundred milliseconds
and then the level of destruction plateaued at a value close to
100% destruction~one-way ANOVA,p.0.10, for sonication
times greater than 120 ms at 1.8 MPa!. At 0.5 MPa, and at
other intermediate pressures~0.6, 0.8, 1.2 MPa; data not
shown to avoid clutter!, bubbles were destroyed more slowly
and less completely, but the rate of destruction still reached
an apparent plateau within a few hundred milliseconds~one-
way ANOVA, p.0.20, for sonication times greater than 600
ms at 0.5 MPa!. In these cases, the plateau value generally
increased with pressure and was between approximately 50%
and 100% destruction. At the lowest pressure examined,
bubble destruction steadily increased and began to plateau
near 2 s ofsonication~one-way ANOVA,p.0.15 for soni-
cation times greater than 1.7 s at 0.3 MPa!. When no ultra-
sound was applied, statistically insignificant numbers of
bubbles were destroyed~one-way ANOVA, p50.80; data
not shown!.

For the data shown in Fig. 1~a!, the Coulter counter was
capable of measuring the presence of bubbles greater than 2
mm in diameter. Thus, bubbles larger than 2mm were
counted, but bubbles smaller than 2mm were not detected.
To determine if smaller bubbles were present, we used flow
cytometry to detect bubbles as small as 0.2mm in diameter.
Using light scattering measurements in a flow cytometer, we
found bubble destruction rates similar to those determined by
Coulter counting~data not shown!, which gives additional
confidence in the bubble destruction data shown in Fig. 1~a!.

A limitation of measuring bubble concentrations by
Coulter counting or flow cytometry is that they required a
delay of approximately 3–5 min after sonication before the
sample could be carried to the Coulter counter or flow cy-
tometer and the measurement completed. Thus, bubbles that
were detected were only those that survived sonication and
remained intact afterwards, i.e., intact Optison bubbles and
any other bubbles sufficiently stable to survive for a few
minutes.

To address this limitation, we also determined rates of
bubble destruction using a real-time assay based on acoustic
scattering by Optison bubbles. Intensity of the ultrasound
signal at the fundamental frequency~500 kHz! transmitted
through the sample increases during sonication because the
sample becomes more acoustically transparent as Optison
bubbles are destroyed. This intensity was used as an inverse
measure of bubble concentration when normalized relative to
intensity measured using samples without Optison. Figure
1~b! shows bubble destruction kinetics determined by acous-
tic scattering. Comparison with measurements by Coulter
counting @Fig. 1~a!# and flow cytometry~data not shown!
indicate that all measurement methods give similar results.

B. Optison bubble destruction as a function of
energy

Because rates of bubble destruction depend on exposure
time and even more strongly on pressure, we hypothesized
that the family of curves shown in Fig. 1 could be collapsed
down into a single curve when plotted as a function of acous-
tic energy exposure. To test this hypothesis, the extent of
bubble destruction@measured by Coulter counting, Fig. 1~a!#

FIG. 1. Optison bubbles destroyed as a function of sonication time at dif-
ferent acoustic pressures: 0.3~d!, 0.5 ~m!, 1.8 ~j! MPa. Data obtained
from ~a! Coulter counter 3–5 min after sonication and~b! real-time acoustic
scattering measurements during sonication. Data expressed as mean
6SEM. Least-square curve fits are shown to aid viewing.
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was replotted as a function of acoustic energy exposure@Fig.
2~a!# and shown to monotonically increase with increasing
energy~one-way ANOVA,p,0.001). Analysis of data col-
lected by acoustic scattering measurements@Fig. 1~b!# give a
similar result~data not shown!.

As a further test of correlation with energy, we plotted
bubble destruction at three different initial Optison concen-
trations as measured by flow cytometry as a function of
acoustic energy exposure@Fig. 2~b!#. This analysis further
showed that the extent of bubble destruction increased with
increasing energy~two-way ANOVA, p,0.001) and that it
also increased with increasing Optison concentration~two-
way ANOVA, p,0.05).

It is interesting to note that bubble destruction depended
on acoustic energy exposure, where almost all bubbles were
destroyed at energies of at least 30– 50 J/cm2 ~Fig. 2!. This
energy level for destruction of the total bubble population is
notably close to the optimal exposure conditions observed by

Guzmanet al. ~2001a! for good molecular uptake by viable
prostate cancer cells using the same apparatus.

C. Change in Optison bubble size distribution

The analysis presented in Figs. 1 and 2 shows that
bubble concentration decreases during sonication, but does
not address possible changes in bubble size distribution. To
our knowledge, changes in Optison bubble size during soni-
cation have not been measured before. As shown in Fig. 3~a!
by Coulter counting~size range 2–10mm! and Fig. 3~b! by
flow cytometry~size range: 0.2–10mm!, bubble size distri-
bution also changes with acoustic energy, where the fraction
of large bubbles~i.e., .3 – 5-mm diameter! are preferen-
tially destroyed~two-way ANOVA, p,0.005 for bubbles
smaller than 3mm!. The visual difference between Figs. 3~a!
and ~b! is caused primarily by the different scales on thex
axes. When comparing the size distributions measured over
the 2–10-mm range shared by both techniques, the similarity
in readings from both methods is more apparent.

For reference, octafluoropropane bubbles suspended in
water have a resonant diameter of 11.4mm at 500 kHz, as

FIG. 2. Optison bubbles destroyed as a function of acoustic energy exposure
following sonication at different pressures and exposure times.~a! Coulter
counter measurements following sonication of solutions with an initial Op-
tison concentration of 1.7% v.v. and acoustic pressures of 0.3~d!, 0.5 ~m!,
0.6 ~1!, 0.8~l!, 1.3~.!, and 1.8~j! MPa for exposure times ranging from
0.1 to 2.0 s.~b! Flow cytometer measurements following sonication of so-
lutions with initial Optison concentrations of 0.25~d!, 1.7 ~j!, and 14.4
~m! % v/v. Acoustic pressures ranged from 0.3 to 1.8 MPa over exposure
times ranging from 0.1 to 2.0 s. Data expressed as mean6SEM.

FIG. 3. Histograms of Optison bubble size distribution as determined by~a!
Coulter counting and~b! flow cytometry at different energy exposures: 0
~j!, 2 ~s!, 10 ~.!, and 25~h! J/cm2. Data expressed as mean6SEM. The
visual difference between~a! and ~b! is caused primarily by the different
scales on thex axes.
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determined using the Minnaert resonant frequency equation
~Leighton, 1994! with a constant pressure heat capacity of
114.71 J/mol K~Praxair, Danbury, CT!. Bubbles of this size
would oscillate more vigorously, thereby breaking their albu-
min shells and destroying those bubbles preferentially. The
resonant size of an Optison bubble might be somewhat larger
due to its albumin shell, which probably increases resonant
diameter by a factor of about 2~Church, 1995!, Examining
the distribution histograms indicates that these large bubbles
are replaced to a large extent by ones with diameters just
above 2mm @Coulter counter, Fig. 3~a!# or 0.2 mm @flow
cytometry, Fig. 3~b!#. This discrepancy between the two
measurements may be explained by noting that these in-
creases in small bubble populations occur just above the de-
tection limits of each device and therefore may represent
noise from debris produced by bubble fragments, as opposed
to bubbles of those diameters.

D. Correlation of Optison bubble destruction with
bioeffects

It has been proposed that destruction of a contrast agent
can serve as a nucleation event for secondary bubbles that
cause bioeffects~Brayman and Miller, 1997!. We therefore
tested this hypothesis using the quantitative data set on
bubble destruction collected in this study. To relate bioeffects
to changes in bubble concentration, we used measurements
of intracellular uptake and viability of prostate cancer sus-
pensions collected by Guzmanet al. ~2001a! using the same
apparatus and range of ultrasound conditions examined in
this study. This dataset shows that uptake of calcein in-
creased and cell viability decreased with acoustic pressure,
time, and energy exposure~Guzmanet al., 2001a!. When
these bioeffect data are plotted versus the bubble destruction
data measured in the present study, a good correlation~re-
stricted cubic spline multipleR250.92 and 0.94 for intracel-
lular uptake and cell viability, respectively! is seen between
bioeffects and bubbles destroyed~Fig. 4!. Viability initially
decreased as a weak function of bubble destruction and then
dropped precipitously once most bubbles were destroyed.

Similarly, uptake increased as a nonlinear function of bubble
destruction, with a sharp increase once most bubbles were
destroyed.

It is interesting to note that when 60%–70% of the
bubbles are destroyed, there are significant levels of molecu-
lar uptake at high viability. After more than 80% of bubbles
are destroyed, viability steeply decreases. This result sug-
gests that destruction of a critical number of nucleation sites
is sufficient to obtain desirable bioeffects and further destruc-
tion causes large losses in cell viability. Careful regulation of
bubble activity could help maintain both molecular uptake
and cell viability at high levels during ultrasound exposure.

Bioeffects observed at large acoustic energies, after most
detectable Optison bubbles had been destroyed, could arise
as a consequence of ‘‘secondary’’ microbubbles created
when the stabilizing shells surrounding Optison are broken
and the encapsulated gas escapes.

To further test the hypothesis that secondary bubbles
could cause these bioeffects, we presonicated a suspension of
Optison bubbles at 130 J/cm2 to remove essentially all de-
tectable bubbles. Then, cells were immediately added and the
mixture was sonicated again at 130 J/cm2. Despite the re-
moval of almost all detectable bubbles, cell viability de-
creased to 66% and calcein uptake reached 33106

molecules/cell~Table I!. Sonication at the same ultrasound
conditions with ‘‘fresh’’ Optison bubble had similar, but
more pronounced, effects. In contrast, sonication of cells us-
ing media that never contained Optison bubbles at the same
ultrasound conditions caused insignificant uptake or loss of
viability ~Guzmanet al., 2001a!. Altogether, these observa-
tions mean that sonication of cells in the presence of second-
ary bubbles generated by presonication causes bioeffects
greater than when no bubbles were used, but less than when
fresh Optison was used. The reduced effect relative to fresh
Optison is probably due to the short lifetime of secondary
bubbles which can quickly disappear without continuous ul-
trasound stimulation~Chomaset al., 2001!. This experiment
indicates that residual material~i.e., secondary bubbles!
present after Optison bubbles are destroyed plays an impor-
tant role in the observed bioeffects, which is consistent with
our hypothesis.

To further examine the role of secondary bubbles, we
measured broadband noise generated during sonication.
Broadband noise is characteristically emitted during collapse
of a bubble, which could be during Optison bubble destruc-
tion or inertial collapse of secondary bubbles~Chen et al.,
2003a, b!. Figure 5 shows that even at high pressures and
long times, when essentially all Optison bubbles have been
destroyed@Fig. 1~a!#, broadband noise levels can be high.
This indicates that cavitation activity is occurring, presum-
ably due to inertial collapse of secondary bubbles.

FIG. 4. Cell viability~black symbols! and calcein uptake~white symbols! as
a function of Optison bubbles destroyed during sonication~determined by
Coulter counting!. Acoustic pressures were:~m, n! 0.6,~l, L! 1.2,~., ,!
1.6, ~d, s! 2, ~j, h! 2.4, ~* ! 2.8 MPa. Exposure times ranged from 0.1 to
2.0 s. Bioeffect data are from Guzmanet al. ~2001a! and expressed as
mean6SEM.

TABLE I. Bioeffects produced by ultrasound on cells in solution containing
no Optison, presonicated Optison, or fresh Optison.

Calcein molecules/cell Cell viability~%!

No Optison (1.560.5)3103 9565
Presonicated Optison (3.060.6)3106 6667
Fresh Optison (5.860.6)3106 2864
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We did not expect, or find, correlation between bubble
size distribution and bioeffects, because the bubbles mea-
sured in Fig. 3 are not expected to directly affect cells. It is
the destruction of these bubbles~i.e., the formation of sec-
ondary bubbles! that is bioactive. Secondary bubble size dis-
tributions would be more directly relevant to bioeffects, al-
though we were not able to make these measurements.

IV. CONCLUSION

In this study we quantified destruction of Optison
bubbles during 500 kHz sonication and correlated those mea-
surements with bioeffects. To facilitate measurements, we
showed that flow cytometry could be used to measure Opti-
son bubble concentration and size distribution over a broad
range of bubble sizes~0.2–10mm! and found general agree-
ment with measurements by Coulter counting over the range
of overlap~2–10mm!. Using this approach, we determined
that Optison bubbles were destroyed as an increasing func-
tion of Optison concentration and acoustic pressure and time,
as well as acoustic energy exposure, which served as a uni-
fying parameter. Optison bubble size distribution was also
shown to change as a function of acoustic energy, where
bubbles larger than 3–5mm were preferentially destroyed.

By comparing to bioeffects data, we found that cell vi-
ability and calcein uptake correlated with the lifetime of
bubbles, where 60%–70% of bubbles needed to be destroyed
before significant bioeffects were observed. Almost all
bubbles were destroyed by energies of 30– 50 J/cm2, which
is approximately the same energy previously reported to be
optimal for producing desirable bioeffects using the same
apparatus. These and other measurements suggested that pri-
mary Optison bubbles serve as nuclei for free gas mi-
crobubbles liberated after rupture of Optison bubbles and
these secondary bubbles are responsible for cellular bioef-
fects. Carefully regulating the kinetics of bubble destruction
during sonication should be important to control cell viabil-
ity and molecular uptake.
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Multiple pulses can often be distinguished in the clicks of sperm whales~Physeter macrocephalus!.
Norris and Harvey@in Animal Orientation and Navigation, NASA SP-262~1972!, pp. 397–417#
proposed that this results from reflections within the head, and thus that interpulse interval~IPI! is
an indicator of head length, and by extrapolation, total length. For this idea to hold, IPIs must be
stable within individuals, but differ systematically among individuals of different size. IPI stability
was examined in photographically identified individuals recorded repeatedly over different dives,
days, and years. IPI variation among dives in a single day and days in a single year was statistically
significant, although small in magnitude~it would change total length estimates by,3%!. As
expected, IPIs varied significantly among individuals. Most individuals showed significant increases
in IPIs over several years, suggesting growth. Mean total lengths calculated from published IPI
regressions were 13.1 to 16.1 m, longer than photogrammetric estimates of the same whales~12.3
to 15.3 m!. These discrepancies probably arise from the paucity of large~12–16 m! whales in data
used in published regressions. A new regression is offered for this size range. ©2004 Acoustical
Society of America.@DOI: 10.1121/1.1689346#

PACS numbers: 43.80.Ka@WA# Pages: 1826–1831

I. INTRODUCTION

Sperm whale sounds consist almost exclusively of short-
duration, broadband clicks~Watkins, 1980! which almost
certainly function in echolocation~Møhl et al., 2000; Jaquet
et al., 2001!. These clicks form the basis of several types of
vocal behaviors defined by click rate~Watkins, 1980; Gor-
don, 1987; Weilgart and Whitehead, 1988!. Only the most
common type, ‘‘regular’’ or ‘‘usual’’ clicks, is analyzed here.
Multiple pulses of decaying amplitude, each roughly 1 ms
long and 3–7 ms apart, are often present in regular clicks
~Backus and Schevill, 1966!.

In a remarkable paper published in 1972, Norris and
Harvey combined acoustic and morphological evidence to
propose a mechanism of sound production in sperm whales.
According to Norris and Harvey~1972!, impulsive sounds
are produced by pneumatic action in themuseu de singe, an
organ at the anterior of the snout, approximately underneath
the blowhole~see Clarke, 1979!. Part of the acoustic energy
of this initial sound radiates forward into the water, forming
the first pulse of the click, while the remainder is ducted
posteriorly through the spermaceti organ until it reflects off
the air-filled nasofrontal sac, on the front of the skull. This
reflection passes a second time through the spermaceti organ
until part of its energy escapes into the water, forming the
second pulse. A portion of the energy of this second pulse is
reflected posteriorly by the air-filled frontal sac, again trav-
eling through the spermaceti, continuing the cycle until the

sound energy decays. Norris and Harvey proposed that the
time between the pulses within a single click~the interpulse
interval, or IPI! is the time it takes sound to pass twice
through the spermaceti organ, or twice the length of the sper-
maceti organ times the speed of sound in spermaceti. Be-
cause the length of the spermaceti organ is correlated to total
length~Nishiwaki et al., 1963! they proposed that IPIs could
provide a measure of whale size. A slightly different mecha-
nism for sound generation has been proposed recently~Møhl,
2001; Møhlet al., 2002!, but the key point that IPI is twice
the travel time between the sound reflectors in the head re-
mains unaltered.

Several studies have used this idea to estimate lengths of
sperm whales. While some studies correlated these acoustic
measurements with visual estimates~Norris and Harvey,
1972; Møhlet al., 1981!, in some cases~e.g., Alder-Fenchel,
1980 and Møhlet al., 1981! lengths calculated acoustically
have exceeded the maximum recorded in the literature~18.3
m; Rice, 1989!. Of published studies, only Gordon~1991!
has analyzed IPIs from whales of independently measured
length. He analyzed IPIs of 11 individuals whose lengths had
been measured from photographs taken at a known height
above the sea surface~see Gordon, 1990!. Lengths that he
calculated using Møhlet al.’s ~1981! equation were 3 to 6
meters longer than lengths he measured photographically. He
discussed several sources of error that could be responsible
for this, and generated a new regression equation to fit the
IPI/whale length data he gathered.

While Gordon’s~1991! empirical equation fits the size
a!Current address: 36 Boston Hill Rd., Andover, Connecticut 06232
b!Electronic mail: steve.dawson@stonebow.otago.ac.nz
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range of sperm whales in the tropical Indian Ocean, the lim-
ited sample size and the existence in the dataset of only one
animal over 12 m long may limit its wider use. Sperm
whales show extreme sexual dimorphism; the smaller fe-
males and young are mainly confined to the tropics while
mature males range to high latitudes~Rice, 1989!. More data
are needed to derive a reliable relationship between IPI and
length for all size classes. Additionally, basic questions about
the stability of IPIs within individuals remain unanswered.

At Kaikoura, New Zealand, male sperm whales are
present year-round, and are routinely found within a few
kilometers of shore~Childerhouseet al., 1995; Jaquetet al.,
2000!. Many of these animals are larger than those in Gor-
don’s ~1991! dataset~up to 15.8 m; Dawsonet al., 1995!. In
this paper, we use recordings of photographically identified
individuals, made over multiple dives, days, and years, to
assess the stability of IPIs within individuals. We also com-
pare acoustic length estimates with stereo-photogrammetric
length measurements of the same individuals.

II. METHODS

Data for this project were collected as part of an ongoing
research program off Kaikoura, New Zealand. Fieldwork has
spanned two or three field seasons, ranging from 3 to 6
weeks each, every year from 1990–2000. A total of 394 days
was spent on the water. Virtually all data were collected in a
10- by 20-nautical mile block south of Kaikoura Peninsula
~Fig. 1! from a 6.6-m rigid-hulled inflatable boat powered by
a 90-hp outboard motor. Data collection was limited to sea
states of Beaufort 4 or below~Beaufort 2 for photogramme-
try!.

A custom-built directional hydrophone, useful to a range
of 3–5 nautical miles, was used to locate and track sperm
whales. Fluke photographs were taken at the start of the dive
to allow individual identification ~Arnbom, 1987! with
databack-equipped Nikon F4S, F90x, and F5 cameras and
300-mm lenses. We used a stereo camera system~Dawson
et al., 1995! to measure the distance from the blowhole to
the emargination of dorsal fin, and extrapolated that to total

length using the regression calculated by Best~1990; very
similar to the one provided by Gordon, 1991!. When condi-
tions permitted stereo photography, we attempted to take
three pairs of stereo photographs during each encounter with
each whale. We used the best pair~closest, sharpest, least tilt!
from any one encounter for analysis. Consistent camera
alignment was assured by measurement of a 2.67-m floating
PVC bar photographed in triplicate each time the system was
used. Measurements were made using a Wild Heerbrug A9
analog stereo plotter. Stereo pairs were measured only if the
whale’s image occupied.25% of the frame width and the
camera baseline was,10° off parallel.

Acoustic recordings were made either with a Sippican
hydrophone connected to a Uhe¨r 4400 report monitor analog
tape recorder~1990 to 1995! or with a Sonatech 8178 hydro-
phone and a Sony TCDD10-PROII Digital Audio Tape
~DAT! recorder~1996–present!. The frequency response of
the Sippican hydrophone was uneven, varying by 20 dB over
its range from 200 Hz to 30 kHz. The Uhe¨r recorder was
operated at tape speeds of either 1 7/8 or 3 3/4 in. per second,
giving frequency responses of63 dB from 25–13 000 Hz
and 20–16 000 Hz, respectively. The newer recording chain
has a far superior frequency response. The Sonatech 8178 is
relatively flat~63 dB! from 100 Hz to 180 kHz and the DAT
recorder is flat~61 dB! from 20 Hz to 22 kHz. The Sippican
hydrophone was deployed at 20 m, and the Sonatech hydro-
phone at 50 or 70 m.

Recordings were considered for analysis only if we
gained a high-quality ID photograph before the dive and the
recorded vocalizations could be unambiguously attributed to
the individual of interest. A signal-to-noise ratio of.10 dB
was also required. The portion of the dive suitable for analy-
sis was limited by several factors. The hydrophone was
streamed behind the boat while maneuvering for the ID
photo. Once the whale fluked, the boat would drift and the
hydrophone sink. At shallow hydrophone depths, surface re-
flections often overlapped with pulses within clicks. To avoid
this, we did not analyze the first 2 min of a whale’s dive. To
minimize changes in IPI caused by increasing pressure~in-

FIG. 1. Map of New Zealand showing Kaikoura, its
bathymetry, and our study area~box!. Bathymetry units
are meters.
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creasing speed of sound in spermaceti; Gooldet al., 1996!,
changes in orientation or decreasing signal-to-noise ratio, we
did not analyze clicks recorded more than 8 min after fluke-
up.

For digitizing, recordings were low-pass filtered with a
Kemo VBF-8 Butterworth filter set in series, giving attenua-
tion of 96 dB/octave. A corner frequency of 13 kHz was
chosen to reduce the effect of differences between two re-
cording systems and to eliminate aliasing caused by the tran-
sition band of the DAT recorder’s low-pass filter. Data were
digitized in 1-min segments at 44.1 kHz~16 bits! usingCA-

NARY 1.2.4 software running on a Macintosh PowerBook G3.
Goold and Jones~1995!, and our own trials, showed that the
3-6-kHz band revealed IPI structure most clearly, but dra-
matically reduced the energy in the signal. To compromise,
we used a wider passband~2–13 kHz! for digital filtering
prior to IPI measurement.

Waveforms of clicks chosen for analysis were cross cor-
related with themselves usingCANARY’s built-in correlator.
Separate peaks in the correlation function occur at times
when the waveform of the signal shows repeated patterns
~Fig. 2!, such as echoes~Clements, 1998!. Cross correlations
of sperm whale clicks show peaks at integer multiples of the
interpulse interval~Goold, 1996!. Thus, the time between the
peaks in a cross correlation of a sperm whale click corre-
sponds to the interpulse interval of the whale.

All correlations in this project were the complex enve-
lope of normalized cross-correlation functions. The complex
envelope is approximately equal to the amplitude envelope
of the absolute value of the correlation function~Charif
et al., 1995!. Its use reduces the short-wavelength oscilla-
tions related to high frequencies in the input signal, which
can obscure peaks in correlation values. Correlations were
normalized to reduce effects of amplitude variation among
clicks. Only correlation functions that showed a single dis-
tinct peak, separated from the central peak~at time 0 and
with a correlation coefficient of 1! by a distinct space, were
accepted for analysis. If accepted, the time and correlation
value of the peak were measured with the cursor and stored

in CANARY’s DataLog and exported for statistical analysis.
ANOVA and regression analyses were performed inDATA-

DESK 5.0.1.

III. RESULTS AND DISCUSSION

A total of 888 recordings made at Kaikoura between
1990 and 2000 was available for analysis. Of these, 345 re-
cordings were of 66 photographically identified whales. To
examine IPI stability we limited the dataset to individuals
from which we had multiple high-quality recordings over at
least 3 years.

One hundred and fifty-six 1-min segments were digi-
tized from the recordings. Eighty-nine segments produced
correlations that passed our criteria for measurement. Within
these, a total of 1997 individual clicks were clear enough for
unambiguous measurement of interpulse interval. As in pre-
vious studies~e.g., Alder-Fenchel, 1980; Møhlet al., 1981;
Gordon, 1991!, only a small proportion of the recordings
available for analysis contained clicks of a quality suitable
for measurement. The number of measurable clicks per
1-min segment varied from 5 to 57.

Three factors made it straightforward to attribute clicks
to a particular whale. First, sperm whales at Kaikoura are
almost always alone~Childerhouseet al., 1995!, and are
typically spaced more than 1 nautical mile apart. Second, we
only attempted to record the first few minutes of the dive,
during which time the target whale’s clicks were very obvi-
ously louder than those from neighboring whales. Third,
though it was seldom necessary, we sometimes tracked the
diving whale with our directional hydrophone. Taken to-
gether, these factors make it very unlikely that the clicks we
measured were from a whale other than the one we identified
on fluke-up.

The multiple pulse structure within sperm whale clicks
is not always evident if clicks are recorded from head on, but
is present at other orientations~Møhl, 2001!. If Norris and
Harvey’s~1972! theory is correct, IPIs of any one individual
should be stable over short periods of time, providing that
the whale’s orientation is consistent. Hence, IPIs measured in
the initial stages of the dive~when, in this study, orientation
is directly away from the hydrophone! should be consistent
over different dives on the same day, and likewise show little
change when measured over a single year. Conversely, the
theory predicts that IPIs should decrease with depth~due to
increasing pressure and thus increasing density and speed of
sound in spermaceti; Gooldet al., 1996! and increase over
longer periods~due to growth!. They should differ among
animals of different size. We tested these predictions.

A. Are IPIs stable within short „1-min … segments of a
dive?

Mean interpulse intervals of 1-min segments of record-
ings ranged from 6.442 to 7.866 ms. Coefficients of variation
~CV! of interpulse interval within segments ranged widely
~0.02% to 4.98%!, but variation was partly attributable to
differences in recording technology. Mean CVs of segments
taken from the Uhe¨r recorder were twice those of segments
taken from the DAT recorder~mean CV 1.47% and 0.74%,
respectively!, presumably due to instability in tape speed, to

FIG. 2. Sperm whale click after bandpass filtration from 2–13 kHz~A! and
its normalized cross-correlation function~B!.
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which DAT recorders are immune. The mean CV from the
DAT recordings~0.74%! indicates that the measured inter-
pulse intervals were highly stable over short periods.

B. Are IPIs of an individual stable over different dives
in a single day?

Because IPI is predicted to decrease with depth~Goold
et al., 1996!, and depth is predicted to increase over the first
several minutes of the dive, only the third and fourth minutes
of dive data were analyzed. High-quality recordings of this
segment of multiple dives in a single day were available for
four individuals ~two dives each on a single day!. Two of
these showed significant differences~ANOVA: LSD, p.
,0.01) while two did not (p..0.9). In all cases, absolute
differences between the mean IPIs of the dives were very
small ~,1%!. Significant variation in IPIs of a given indi-
vidual over short periods is not expected under Norris and
Harvey’s~1972! hypothesis, but in this case the magnitude of
the variation is more important than its statistical signifi-
cance. The absolute magnitude of these differences would
change acoustic length estimates by a maximum of ca. 15 cm
in a 15-m whale, indicating that IPIs of individual animals
are stable over different dives on a single day.

C. Are IPIs of an individual stable over different days
in a single year?

Variation among different days in a single year should
be small, but increase with time between measurements. This
was also investigated with ANOVA, and again, only the third
and the fourth minutes of the dive were considered. For one
individual, IPIs differed significantly between two dives re-
corded in the same month, though the absolute difference
was small~,1%!. For the second individual, we have data
from six dives on different dates in a single year. IPIs varied
significantly over the different dates. Least-significant differ-
ence ~LSD! post hoc tests showed that dives 2 or fewer
months apart did not show significant differences in IPI (p.
.0.1, absolute differences,1%!, while all of the dives
longer apart than this were significantly different (p.
,0.0001, maximum differences,3%!.

D. Do an individual’s IPIs increase over several
years?

Existing data on growth of sperm whales come from
length measurements and tooth layer analysis of animals
killed in whaling operations~e.g., Nishwakiet al., 1963!.
Noninvasive measurement techniques offer the possibility of
measuring growth in individuals. ANOVA LSDpost hoc
tests showed that IPIs varied significantly by year for five of
the six individuals for which 2 or more years of data existed.
The one case that did not show a significant difference
~NN80! had only 2 consecutive years of data. Linear regres-
sion of IPI against year was used to quantify the form of the
change. Regression slopes were significantly different from
zero for four individuals, though they varied widely~0.010 to
0.280!, as did amount of variation explained (r 2 range 7.1%
to 81.4%!. The three animals for which IPI regressions were
highly significant and explain a large amount of the variation

were those for which the longest span of years was available
for analysis. Growth curves from Nishiwakiet al. ~1963!
show that a 14-m whale should grow approximately 1 meter
in 6 years. Such a size increase equals 7% of the animal’s
total length and is close to the maximum change we found
~6.2%!.

E. Do IPIs differ among individuals?

Variation of IPIs among individuals was investigated
with ANOVA. In a population of different animals, each ani-
mal would be expected to differ in length from some, but not
all, others. The most recent year for which an estimate ex-
isted was used for comparison. As expected, ID was a sig-
nificant factor in the variation of IPIs among the seven ani-
mals for which we had suitable data. LSDpost hoctests
revealed that of the 36 possible combinations of individuals,
only two were not significantly different~NN80-HL120 and
NN160-LNL100!.

F. How closely do IPIs correlate with independent
measures of length?

A fundamental test of Norris and Harvey’s~1972! hy-
pothesis is whether IPIs are closely correlated with indepen-
dent length measurements of the same whales. This analysis
included only those individuals for which we had both
acoustic and stereo-photogrammetric length estimates within
the same year.

Photogrammetric estimates of total lengths ranged from
12.51 to 15.28 m~for individuals measured several times in
a year, we used the mean of its measurements for that year!.
Stereo-photogrammetric data showed greater variability
~data range/mean! over different years than the acoustic data
for two of the four individuals, but the reverse was true in the
other two cases~Fig. 3!. The inherent flexibility of the ani-

FIG. 3. Relationship between mean interpulse interval and mean photo-
grammetrically estimated length, for individually identified whales off Kaik-
oura. The curve fitted is a second-order polynomial~equation given in the
text!. The letter code indicates the individual, and the number the year that
the estimates were made. Individuals are: A~HR80!, B ~HL120!, C ~LSL20!,
D ~NN80!, E ~LSR60!, F ~LNL100!, G ~MTR80!, H ~HR210!, I ~HL200!, J
~HL180!, K ~HR110!, L ~MTL40!.
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mals ~which is readily observable from the stereo photo-
graphs! would have contributed to this, as would the diffi-
culty of measuring exactly the same points each time.
Photogrammetry, despite some imprecision in this applica-
tion, is the only method that has been shown to make accu-
rate, remote, measurements of objects of known length~Gor-
don, 1991; Dawsonet al., 1995!.

Photogrammetric length estimates, and measurements of
IPI ~from the same year! are available for 12 individuals. For
four individuals we have both measurements in 2–4 years,
and have plotted the yearly mean of both~Fig. 3!. A second-
order polynomial (y50.371x223.906x123.056), used be-
cause the proportion of total length occupied by the sper-
maceti sac increases with increasing length~Fujino, 1956!,
shows a significant relationship (r 250.743; p,0.0001; Fig.
3!. We concede that this calculation contains an element of
pseudoreplication, because measurements of photogrammet-
ric length vs IPI of the same individual in different years are
unlikely to be statistically independent. Some sources of
noise in both the photogrammetric and IPI data have been
mentioned before. The four individuals measured over sev-
eral years were also measured several times in any one year.
For Fig. 4, we chose the year with the most photogrammetric
data, and used the average of those estimates, so that each
whale appears only once. Also, this averaging process should
result in a more accurate photogrammetric estimate. The
second-order polynomial (y50.251x222.189x117.120)
shows a highly significant relationship (r 250.76, p.
,0.001; Fig. 4!.

Two of the published regressions relating IPI to length
~Norris and Harvey, 1972; Møhlet al., 1981! rely on esti-
mates of the speed of sound in spermaceti. Estimates of this
value depend on temperature and pressure~Flewellen and
Morris, 1978; Gooldet al., 1996! and were incorrectly mea-
sured in the regression of Norris and Harvey~1972!. Mohl
et al.’s equation, when combined with some of the reported

IPI values, produces lengths in excess of the largest recorded
for sperm whales. Gordon’s~1991! regression equation relat-
ing IPI to photogrammetric length is the only published
equation to generate length estimates consistently within the
known size range of sperm whales. However, our data indi-
cate that it overestimates length in the size range of the
whales off Kaikoura. In all but one case, Gordon’s equation
produced length estimates that were longer than our photo-
grammetric estimates~Table I; mean56.2% or 0.86 m;
range520.2 to 11.8 m!. That Gordon’s regression con-
tained only one individual longer than 12 m probably ex-
plains this discrepancy, and limits its usefulness for measur-
ing males. Likewise, our equation might not apply well to
animals smaller than 12 m.

Two age–length keys exist with which to compare the
length estimates from this study. Nishiwakiet al. ~1963!
used measurements of 227 individuals from the North Pa-
cific, while Gaskin and Cawthorn~1973! measured 88
whales from the Cook Strait region. While the two keys give
very different age estimates for whales over 15 m, there is
general agreement on ages corresponding to the lengths
found here. Minimum ages derived from our photogrammet-
ric estimates were between 15~Gaskin and Cawthorn, 1973!
and 17 years~Nishiwaki et al., 1963!. Physical maturity in
males occurs at a mean length of between 15.5 and 15.9 m
~Gaskin and Cawthorn, 1973!. By this standard, none of the
whales we measured at Kaikoura is physically mature.
Length at sexual maturity is less clear: estimates range from
9.5 m~Nishiwaki et al., 1963! to 13.8 m~Gaskin, 1970!. The
data presented here, and those of Dawsonet al. ~1995!, sug-
gest that most sperm whales at Kaikoura are sexually mature
males, between puberty and physical maturity.

IV. CONCLUSIONS

Our results support the key predictions of Norris and
Harvey’s ~1972! hypothesis that interpulse intervals within

FIG. 4. Relationship between mean interpulse interval and mean photo-
grammetrically estimated length, for individually identified whales off Kaik-
oura, showing for each individual only the year for which there are the most
photogrammetric data. The curve fitted~solid line! is a second-order poly-
nomial ~equation given in the text!. Letter codes for individuals are as in
Fig. 3. The dashed curve is that of Gordon~1990!.

TABLE I. Weighted means of whale lengths calculated from IPIs~via Gor-
don’s 1990 equation! and from stereo photogrammetry.

Whale
ID Year

Acoustic
length ~m!

Stereo photogrammetric
length ~m! Difference

HL120 1997 14.6 14.5 0.1
HL180 1996 13.3 13.0 0.3
HL200 2000 13.4 13.6 20.2
HR80 1994 16.1 15.3 0.8
HR80 1995 16.0 14.7 1.3
HR80 1996 15.9 15.1 0.8
HR80 1997 16.0 15.3 0.7
HR110 1996 13.4 12.5 0.9
HR210 2000 14.3 13.1 1.2
LNL100 1994 14.8 13.5 1.3
LNL100 2000 15.2 13.6 1.6
LSL20 1994 15.0 14.0 1.0
LSL20 1996 14.9 14.2 0.7
LSL20 2000 15.8 14.0 1.8
LSR60 1993 14.2 12.5 1.7
LSR60 2000 14.9 14.0 0.9
MTL40 1996 13.1 12.8 0.3
MTR80 1994 14.3 13.8 0.5
NN80 1996 14.7 14.0 0.7
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sperm whale clicks can provide a reliable measure of body
size in sperm whales. IPIs of individuals, measured near the
beginning of dives, are stable over different dives and days.
Our data suggest that increases in IPIs over several years are
due to growth and that change in IPIs of individuals over
several years can be a more sensitive measure of growth than
photogrammetric measurements, because of smaller vari-
ance. Finally, IPIs differ significantly among whales of dif-
ferent size, and IPIs are significantly related to photogram-
metric measures of body length.
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Beginning in February 1999, an array of six autonomous hydrophones was moored near the
Mid-Atlantic Ridge ~35 °N–15 °N, 50 °W–33 °W!. Two years of data were reviewed for whale
vocalizations by visually examining spectrograms. Four distinct sounds were detected that are
believed to be of biological origin:~1! a two-part low-frequency moan at roughly 18 Hz lasting 25
s which has previously been attributed to blue whales~Balaenoptera musculus!; ~2! series of short
pulses approximately 18 s apart centered at 22 Hz, which are likely produced by fin whales~B.
physalus!; ~3! series of short, pulsive sounds at 30 Hz and above and approximately 1 s apart that
resemble sounds attributed to minke whales~B. acutorostrata!; and~4! downswept, pulsive sounds
above 30 Hz that are likely from baleen whales. Vocalizations were detected most often in the
winter, and blue- and fin whale sounds were detected most often on the northern hydrophones.
Sounds from seismic airguns were recorded frequently, particularly during summer, from locations
over 3000 km from this array. Whales were detected by these hydrophones despite its location in a
very remote part of the Atlantic Ocean that has traditionally been difficult to survey. ©2004
Acoustical Society of America.@DOI: 10.1121/1.1675816#

PACS numbers: 43.80.Ka, 43.30.Sf@WA# Pages: 1832–1843

I. INTRODUCTION

Passive acoustic experiments have become an important
tool in surveying remote areas of the sea that are difficult to
investigate by more traditional techniques. Acoustic surveys
of cetacean habitat are a powerful means of identifying the
species present~Clark et al., 1996; Clark and Charif, 1998;
Stafford et al., 1999; Watkinset al., 2000!, locating and
tracking individuals~Clark et al., 1996; Clark and Fristrup,
1997; McDonaldet al., 2001!, identifying sounds associated
with different regions~Stafford et al., 1999; 2001!, and de-
termining patterns of seasonal distribution and relative abun-
dance ~Thompsonet al., 1992; Clark et al., 1996; Moore
et al., 1998, Staffordet al., 1999, 2001; Mellingeret al.,
2004!. The extent to which this information can be obtained
from acoustic data depends largely on study design, includ-
ing locations and dates of recordings, instrument type~au-
tonomous moored instrument, vessel-deployed hydrophones,
etc.!, sampling rate of recordings, and types of nonacoustic
data collected concurrently.

In 1999, a consortium of U.S. investigators deployed an
array of autonomous hydrophones~Fox et al., 2001! to
monitor seismic activity along the Mid-Atlantic Ridge south
of the Azores~Smith et al., 2002; Fig. 1!. Although this ex-
periment was designed to monitor low-frequency earth-

quakes, the instruments were also capable of recording the
low-frequency calls of several species of balaenopterid
whales~Payne and McVay, 1971; Winn and Perkins, 1976;
Watkins, 1981; Edds, 1982; Clark, 1994!. These hydro-
phones were located within potential migratory corridors for
at least two species of baleen whales~Charif et al., 2001!, in
an area far offshore that is not often covered by marine mam-
mal surveys~Mellinger and Barlow, 2003, p. 23!. The aim of
the acoustic analyses described here was to document sea-
sonal occurrence in the central North Atlantic of several ce-
tacean species’ vocalizations. This information will comple-
ment existing North Atlantic acoustic data on balaenopterids
~Clark, 1995; Clark and Charif, 1998; Charif and Clark,
2000; Mellingeret al., 2000; Charifet al., 2001; Mellinger
and Clark, 2003! and augment visual survey and historical
whaling data on the seasonal movements and distributions of
whales in the North Atlantic.

II. BACKGROUND: TYPES OF SOUNDS

The autonomous hydrophones used in this study were
deployed for an experiment designed to monitor seismic ac-
tivity along the Mid-Atlantic Ridge, and were configured to
record sound frequencies only between 1 and 50 Hz. This
includes the frequency range of the most common sounds of
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blue and fin whales, as well as a portion of the frequency
range of minke and humpback whale vocalizations. Sounds
associated with Bryde’s whales in the Atlantic are docu-
mented only from the Caribbean Sea and are known to vary
geographically~Olesonet al., 2003!, so it was unclear what
types of vocalizations might be present in the recordings. In
addition, it was uncertain how to distinguish Bryde’s whale
sounds from other ocean sounds in the frequency band avail-
able. For these reasons, Bryde’s whale sounds were excluded
from the analysis. Sounds of sperm whales were above the
frequency range of the instruments, and sounds of sei whales
are poorly known, so these species were likewise excluded.
In addition to natural sounds, manmade noise such as ship
and seismic profiling sounds could be recorded in this fre-
quency band. Because of increased interest in such manmade
sounds~NRC, 2000, 2003!, the distinctive signals of seismic
airguns were analyzed.

The 20-Hz pulses of fin whales in the Atlantic and Pa-
cific Oceans have been described in detail elsewhere~Th-
ompsonet al., 1979; Watkins, 1981; Watkinset al., 1987;
Edds, 1988; Thompsonet al., 1992; Clark et al., 2002!.
Typically the pulses are tones sweeping from 25–44 Hz
down to 16–20 Hz over 0.5–1 s that occur with regular
interpulse spacing~Watkins, 1981; Thompsonet al., 1992!.
Series of pulses occur in long, patterned, song-like sequences
that change with geographic location and possibly with time
~Cummings et al., 1986; Watkinset al., 1987; Thompson
et al., 1992; Clarket al., 2002!.

North Atlantic blue whale vocalizations were first de-
scribed by Edds~1982! from the Gulf of St. Lawrence. Typi-
cally these are long, patterned sequences of sounds in the
15–20-Hz frequency band. Three types of sounds were de-
scribed by Mellinger and Clark~2003!. The first consists of a
two-part, A–B phrase, with part A an 8-s tone, followed 0–5
s later by part B, an 11-s frequency-modulated downsweep.
Usually these sounds appeared as A–B pairs, but sometimes
sequences containing only part A, and occasionally only part
B, were recorded. The second type of sound attributed to
blue whales was a very short~2–5 s!, quiet, 9-Hz tone, while
the third was an arch-like sound that started at about 55 Hz,
swept up to 70 Hz, then descended to 35 Hz. By far the most
common call type identified by Mellinger and Clark~2003!
was the A–B pair.

Series of low-frequency pulsed sounds, and sequences
of these sounds~pulse trains!, have been reported from
minke whales~Winn and Perkins, 1976; Swiftet al., 1996!.
These pulsed sounds and pulse trains have been recorded in
and near the Caribbean~Winn and Perkins, 1976; Mellinger
et al., 2000!, the western North Atlantic~Clark, 1994!, and in
the St. Lawrence Estuary~Edds-Walton, 2000!. Pulse trains
have typically been characterized as decelerating series of
pulses, although pulse rates in observations from other data
sources vary, speed up, slow down, or remain constant
~DKM, personal observation, 1999!. The frequency range re-
ported by Winn and Perkins~1976! was from below 100 Hz
up to at least 800 Hz, although these data were filtered with
a high-pass cutoff frequency of 100 Hz so the true lower-
frequency component was not identified.

Song is the best known and most complex of the sounds

made by humpback whales. It consists of a series of variable
sounds that occur in repetitive patterns known as units,
phrases, and themes~Payne and McVay, 1971!. Humpback
song changes throughout the winter–spring display season,
yet all whales in a population seem to make these changes at
approximately the same time and sing very similar songs
~Payne and Payne, 1985; Guineeet al., 1983!. Song charac-
teristics have been used to identify population differences
~Payne and Guinee, 1983; Winnet al., 1981; Helweget al.,
1990, 1998!. The true function of song is unknown, but it is
currently thought to be a type of male display, as all identi-
fied singers to date have been male~Tyack, 1981; Clapham
and Mead, 1999!. Humpback whales sing primarily on the
wintering grounds~Payne and McVay, 1971; Tyack, 1981!,
but occasionally song or parts of song are recorded on the
feeding grounds and along the whales’ migratory route
~Clapham and Mattila, 1990; Mattilaet al., 1987; Mc-
Sweeneyet al., 1989; Norriset al., 1999!. Songs typically
range in frequency from less than 20 Hz to over 4 kHz~Th-
omson and Richardson, 1995! and may be composed of a
series of grunts, squeaks, moans, or other sounds. Less fre-
quently recorded are the 50- to 10-kHz sounds made within
social groups on the wintering grounds~cf. Tyack, 1983;
Silber, 1986; Tyack and Whitehead, 1983! and the sounds
associated with feeding~Thompsonet al., 1986; Cerchio and
Dahlheim, 2001!.

Sounds associated with seismic exploration, particularly
sounds from airgun arrays, have garnered increasing interest
recently as there are concerns regarding the potential impact
of airgun noise on marine mammals~NRC, 2003!. The loud
impulses produced by airguns are created as air, pressurized
within cylinders, is released suddenly into the water~Parkes
and Hatton, 1986; Dragoset, 2000!. The expansion of this air
mass and the following contraction and re-expansion create
loud explosive sounds of very short duration and broad fre-
quency which are used to probe rock layers beneath the sea-
floor. The sound-pressure source level~SPSL! of a single
airgun ranges from 216–232 dBre: 1 mPa at 1 m, while
arrays of up to 70 airguns can produce SPSLs of up to 259
dB re: 1 mPa at 1 m~Richardsonet al., 1995!. Typically the
sounds associated with both commerical and research air-
guns occur repetitively every 10–20 s over a time span of
days to weeks, with occasional interruptions for such actions
as turning the ship that tows the airgun array.

III. METHODS

In February 1999, six autonomous hydrophones were
moored along the Mid-Atlantic Ridge between 15°–35 °N
and 33°–50 °W~Fig. 1!. Hydrophones are referred to by geo-
graphic location as NW, NE, CW, CE, SW, SE~Table I!.
These hydrophones monitored sound continuously, using a
low-pass filter cutoff centered at 50 Hz to reduce signal alias-
ing, and recorded the filtered signals to disk at a sampling
rate of 110 Hz. Each mooring package consisted of an an-
chor, an acoustic release, an autonomous hydrophone log-
ging system, and flotation. The logging system was com-
posed of an International Transducer Corporation 1032
hydrophone, a preamplifier and filter designed to prewhiten
ocean ambient noise spectra from 1–50 Hz, a digital re-
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corder, and a pressure-resistant titanium case~Fox et al.
2001!. The instruments were moored above the seafloor such
that the hydrophones were suspended near the deep sound-
channel axis at depths of about 800 m~Table I!. The hydro-
phone spacing, approximately 700–800 km, was such that
vocalizations from an individual whale would rarely be re-
corded on more than one hydrophone simultaneously, and
locating vocalizing animals was not attempted. Each instru-
ment was designed to record for just over 12 months. The

data were archived on each instrument’s hard drive until re-
covery, at which time the disks were replaced and the instru-
ment redeployed for another 12 months.

The recovered data were monitored for whale vocaliza-
tions by visual examination of spectrograms. Continuous
time–frequency spectrograms~frame and FFT size 256
samples~2.29 s!, overlap 50%, Hanning window, effective
filter bandwidth 1.8 Hz! of the acoustic signals recorded
from the six hydrophones were displayed via a program de-
veloped by National Oceanographic and Atmospheric
Administration/Pacfic Marine Environmental Laboratory
~NOAA-PMEL! written in IDL® ~Interactive Data Language,
Research Systems, Inc., Boulder, Co!. Data for each day
from Feb. 1999 to Mar. 2001 were visually examined for
biological sounds, seismic activity, and manmade noise.
Sounds were identified as blue, fin, or minke whale vocaliza-
tions based on their similarity to published sounds, as speci-
fied above. One other sound was identified as biological in
origin because it was above the frequency band of seismic
sounds, which are typically less than 20 Hz; was frequency
modulated; and occurred in an irregular temporal pattern.
Presence or absence of all of these sound types was recorded
for each hour of data examined, and the resulting data were
aggregated monthly to show the percentage of hours in each

FIG. 1. Locations of six autonomous hydrophones~filled stars! moored along the Mid-Atlantic Ridge, and approximate locations~circles! of seismic airgun
activity located via the array. The square represents the location of research airgun activity during the summer of 1999.

TABLE I. Approximate locations, bottom depth, and mooring depth of the
six autonomous hydrophones moored near the Mid-Atlantic Ridge. Instru-
ment depth is the number of meters from the surface and varies with year
due to differences in mooring line length.

Hydrophone

Approximate
mooring
location

Approximate
bottom

depth~m!

1999–2000
instrument
depth~m!

2000–2001
instrument
depth~m!

SE 16 °N 43 °W 4565 865 767
SW 16 °N 49 °W 4715 815 746
CE 26 °N 40 °W 5105 905 866
CW 26 °N 50 °W 5182 982 874
NE 32 °N 35 °W 3927 927 925
NW 35 °N 43 °W 4179 679 686
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month in which each sound type was present at least once.
Recognizing that call identification can be somewhat subjec-
tive, 20 percent of the data were randomly selected and call
identifications were verified by a second analyst experienced
in identifying whale vocalizations. Sounds of seismic airguns
were identified by their broadband impulse character, their
high degree of regular repetition, and their regular occur-
rence for hours without stopping.

Sounds with high signal-to-noise ratio and few or no
interfering sounds were selected for measurement of time
and frequency characteristics. The detected biological sounds
occurred in series, usually with a very regular repetition in-
terval, and were inferred to be from one whale or one group
of whales. The series would sometimes be interrupted by
silent intervals that have been associated with surfacing to
breathe~Cummings and Thompson, 1971; Watkinset al.,
1987!. Occasionally two or more overlapping series would
be observed, but sounds from the two series could normally
be distinguished by differences in loudness, in which case
only the louder series would be measured. Sound measure-
ments were made in asession, an uninterrupted period of
time that included part or all of one series. The sound char-
acteristics measured included duration, initial and final fre-
quencies, and frequency range. When appropriate,intercall
interval ~the time from the end of one call to the beginning
of the following!, intergroup interval~time between groups
of pulses!, and long interval ~time between call series sub-
stantially longer than the usual intercall or intergroup inter-
val! were measured. Statistics are reported as mean and stan-
dard deviation. Measured values were then compared to
published values of species known to occur in the North
Atlantic.

Due to their extremely high source levels, sounds from
airgun sources were regularly recorded on three or more hy-
drophones, and often all six hydrophones, simultaneously.
Such multiple arrivals allowed the use of arrival time delays
between instruments to estimate the location of the airgun
source. A modified least-squares method and software devel-
oped by NOAA-PMEL for earthquake localization~Fox
et al., 2001! were used to estimate the locations of seismic
survey vessels.

IV. RESULTS

From Feb. 1999 to Mar. 2001, over 17 000 h of data
were examined for signals of interest. Analysis identified
over 6000 earthquakes~Smith et al., 2002!, ship noise, seis-
mic vessel survey~airgun! sounds, sounds of fin, blue, and
minke whales, and sounds that were biological in origin but
could not be definitively ascribed to a particular baleen
whale. The most common biological sound recorded was a
series of short, downswept pulses in the 15–30-Hz range that
were identifiable as fin whale calls~Fig. 2!. Calls with a high
signal-to-noise ratio were measured from approximately 1 h
of data from each of three hydrophones~NW, NE, and CW!.
On average, calls lasted 0.960.1 s ~N whales53, N calls
5467!. The intercall interval between the ‘‘classic’’ calls
~Clark et al. 2002! averaged 17.560.4 s ~N whales53, N
calls5380!. However, a longer interval~38.161.9 s, N
whales53, N calls580! that sometimes included a pulse of

the type Clarket al. ~2002! refer to as a ‘‘backbeat’’ was also
observed. As this backbeat was not always visible, most
likely due to the lower amplitude of this type of call, we did
not make detailed measurements of the time between back-
beat and classic pulses. The longer intervals between pulse
series, referred to as ‘‘rests’’ by Watkinset al. ~1987!, aver-
aged 135.3621.9 s~N whales53, N calls59!.

Fin whale calls were detected seasonally on all six hy-
drophones@Fig. 3~a!#. The majority of pulses was observed
on the northern hydrophones from October to April, with
peak detections in the winter months. In some months these
calls were detected in over 85% of the hours examined. The
same seasonal pattern was seen on the central hydrophones,
although the proportion of hours with calls was much lower
at these latitudes. At the southern hydrophones, relatively
few hours with fin whale calls were observed. In the 2 years
of the study, the seasonal occurrence of fin whale sounds was
similar with the exception of the NE hydrophone, where fin
whale calls occurred more often and later into the year in
2000–2001 than in 1999–2000.

The North Atlantic blue whale A–B phrase was the sec-
ond most common whale sound recorded by this array@Fig.
4~a!#. These sounds occur in long, patterned series, inter-
rupted by gaps that may represent breathing intervals~Cum-

FIG. 2. ~a! Spectrogram and time series of a series of fin whale calls re-
corded on the CW hydrophone, 15 January 2000@spectrogram parameters:
frame and FFT length 4.7 s~512 samples!, overlap 0.75, Hamming window,
for a filter bandwidth of 0.9 Hz#. ~b! Detail of fin whale classic pulse and
backbeat~bb; arrow! @spectrogram parameters: frame length 0.6 s~64
samples!, FFT length 512 samples, overlap 0.9375, Hamming window, for a
filter bandwidth of 7 Hz#.
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mings and Thompson, 1971!. Here, we use the terminology
of Mellinger and Clark~2003! to describe these sounds.
Time–frequency characteristics were measured for a total of
794 blue whale phrases from ten different sessions when
blue whale sounds were present, representing ten time peri-
ods and three locations in the North Atlantic. Of these
phrases, 556 were A-only phrases and 227 were A–B
phrases; 11 A–B phrase sequences also included arch
sounds. In A-only phrases, part A swept from 18.460.2 Hz
to 17.660.4 Hz and lasted 11.861.1 s (N510). The time
between consecutive A-only phrases was 60.063.8 s (N
58). In A–B phrases, part A lasted an average of 11.161.6

s (N58), and part B swept from 18.360.2 Hz to 16.010.4
Hz over 9.060.9 s (N58). Time between the two phrase
parts was 4.860.8 s (N58). The ratio of the numbers of
parts A and B within a series varied from 1 to 155 over the

time periods during which calls were measured (3̄526.3
652, N58). The number of phrases in each sequence was

also quite variable, ranging from 2 to 11 (3̄56.562.6, N
510). Arch sounds were noted in only one time period, and
because the upper-frequency limit of the recordings was 50
Hz, only the lower-frequency portions of these sounds were
recorded @Fig. 4~b!# Eleven arch sounds were measured.

FIG. 3. Histograms of seasonal patterns of calls detected by the six autonomous hydrophones. Dark bars are data from Feb. 1999–Feb. 2000; light bars from
Feb. 2000–Mar. 2001. Bars represent proportion of hours per month in which calls were detected. Seasonal patterns of sounds from~a! fin whales;~b! blue
whales;~c! minke whales;~d! downswept vocalizations from unidentified baleen whales.
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These occurred in groups of 2–3 during only two of the 20
sequences measured for this time period. Arch sounds swept
from the top of our recording frequency range~ca. 50 Hz!
down to 32.061.0 Hz. On average, these sounds lasted 2.5
60.4 s (N511).

Atlantic blue whale calls were detected primarily on the
northern hydrophones during the winter months@Fig. 3~b!#.
Trends were similar between the 2 years. Call occurrence
peaked in December and January on both the NW and NE
hydrophones. As with the fin whale data, the seasonal pattern
was similar on the CE and CW hydrophones but at greatly
reduced rates. Call occurrence on the southern hydrophones
was quite low in both years.

Series of pulsive calls~Fig. 5! were detected in both
years @Fig. 3~c!# in the hydrophone recordings. These ap-
peared to be the lower-frequency part of pulse trains that
have been recorded from minke whales~Winn and Perkins,
1976; Swiftet al., 1996!, having the same approximate pulse
repetition rate and pulse train length~Mellinger et al., 2000!.
Measurements of frequency and interpulse interval were

made at the beginning, middle, and end of each pulse train
because pulse rate and frequency band varied within the
train. On average, the interpulse interval calculated from in-
dividual session averages (N526) was 0.760.1 s at the be-
ginning of a pulse train, 0.760.1 s at the middle of a pulse
train, and 0.960.04 s at the end. The ending interpulse inter-
val was significantly longer~t-test,p,0.05), indicating that
these pulse trains slowed down toward the end. The pulse
trains, averaged over the sequences measured (N524), con-
tained 6866 pulses and lasted 48.064.8 s, and successive
trains occurred at intervals of 528694 s (N525). The mean
lower frequency was 30.664.4 Hz (N524), with a mini-
mum frequency over all measured pulse trains of 21.0 Hz.

Pulse trains occurred most often during the months of
December through March@Fig. 3~c!# and were most common

FIG. 4. ~a! Spectrogram and time series of a series of blue whale AB calls
and arch sounds recorded on the NE hydrophone, 15 November 1999@spec-
trogram parameters same as in Fig. 2~a!#. ~b! Detail of blue whale call
@spectrogram parameters same as in Fig. 2~a! except overlap is 0.875#.

FIG. 5. Spectrograms and time series minke whale calls recorded on the SE
hydrophone, 27 January 2000.~a! Series of minke whale calls. Because of
the cutoff frequency of our hydrophones~50 Hz!, these are considered par-
tial calls, but are still similar enough to minke whale calls recorded else-
where to be identifiable@spectrogram parameters: frame length 9.3 s~1024
samples!, FFT length 2048 samples, overlap 0.5, Hamming window, for a
filter bandwidth of 0.4 Hz#. ~b!. Detail of minke whale call. Note the decel-
erating pulse rate, a feature of nearly all of the calls examined@spectrogram
parameters same as Fig. 2~b! except overlap is 0.75#.
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on the central and southern hydrophones. This same seasonal
pattern was seen on the NE hydrophone but at much lower
rates of occurrence. Almost no pulse trains were detected on
the NW hydrophone.

Less frequently, sounds were observed that swept from
the maximum frequency of the autonomous hydrophone in-
strument, 50 Hz, down to approximately 30 Hz~Fig. 6!.
These sounds, here calleddownsweep vocalizations, some-
times occurred in pairs, and due to their general similarity to
known baleen whale sounds, it is likely that these are baleen
whale vocalizations. Cursory examination of the data re-
vealed that there were typically two types of downsweep
vocalizations: a simple, 3.060.1-s downsweep from about
49.760.9 Hz down to 29.060.5 Hz (N56), and a second,
slightly longer ~4.1160.1 s! sound more pulsive in nature.
This second sound was recorded less often than the simple
downsweep, was less likely to occur in pairs, and typically
swept from about 50.260.2 Hz down to 34.460.4 Hz (N
55). There was no obvious pattern to the order of simple
downsweeps and pulsive downsweeps. Simple downsweeps

often occurred in series that did not include pulsive down-
sweeps. The exact nature of these sounds was difficult to
determine, as it appeared there was additional content above
the cutoff frequency of the recording system’s filter. Both
types of downsweeps were recorded primarily in winter and
resemble a variety of sounds, including those recorded in the
presence of blue whales in the St. Lawrence Estuary~C.
Berchok, personal communication 2003!, sounds described
from the Norwegian Sea that are likely from fin whales~C.
Clark, personal communication 2003!, and the lower fre-
quencies of some parts of humpback whale songs. In addi-
tion, these two sounds were often made in sequences exceed-
ing 15 min that included no time gaps. If these were parts of
a humpback whale song, the animal was apparently singing
the same phrase or theme repeatedly. These sounds were re-
corded the least often of all those discussed in this manu-
script, and were recorded most often on the central hydro-
phones in the late fall and winter months@Fig. 3~d!#.

Sounds associated with seismic airguns were recorded
routinely on all hydrophones, and trends were similar in the
two years~Fig. 7!. Typically airguns were heard every 10–20
s ~Fig. 8!. Although airgun sounds tended to dominate re-
cordings during the summer months, loud whale vocaliza-
tions could still be detected during intense airgun activity
~Fig. 8!. Occasionally the array recorded airguns from more
than one location, masking cetacean sounds and on four oc-
casions making the spectrogram data impossible to use. The
high received level of these impulses on multiple hydro-
phones made it possible to estimate the locations of the ships
conducting the airgun surveys. During the summer months,
airguns operated off Nova Scotia, Canada, probably in sup-
port of exploration in the Sable Island region~Fig. 1!. From
spring through fall seismic vessels, presumably commercial,
were located working off the coast of western Africa and

FIG. 6. ~a! Spectrogram and time series of calls that are likely from a baleen
whale recorded on the CW hydrophone, 26 November 1999@spectrogram
parameters: frame and FFT length 2.3 s~256 samples!, overlap 0.5, Ham-
ming window, for a filter bandwidth of 1.7 Hz#. This call typically consists
of 1 or 2 downsweeps followed by a pulsive downsweep.~b! Detail of
pulsive downsweep@spectrogram parameters: frame length 0.3 s~32
samples!, FFT length 512 samples, overlap 0.875, Hamming window, for a
filter bandwidth of 14 Hz#. ~c! Detail of downsweep@spectrogram param-
eters: frame length 0.6 s~64 samples!, FFT length 256 samples, overlap
0.875, Hamming window, for a filter bandwidth of 7 Hz#.

FIG. 7. Seasonal patterns of airgun pulses detected by the six autonomous
hydrophones. Dark bars are data from Feb. 1999–Feb. 2000; light bars from
Feb. 2000–Mar. 2001. Bars represent proportion of hours per month in
which calls were detected.
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northeast of Brazil. Seismic vessels operating in other areas
of active exploration, such as the North Sea and the Gulf of
Mexico, were not observed by this array due to bathymetric
blockage.

V. DISCUSSION

Vocalizations of at least three, and possibly four, species
of baleen whales were recorded on this array, despite its
remote, offshore location. For all species and all hydro-
phones, most vocalizations were recorded in the late fall,
winter, and early spring. This distinct seasonal pattern in de-
tections may be due to changes in the vocal activity or mi-
gratory behavior of these whales. The wintertime peak in
vocalizations apparent in our data coincides with what is
thought to be the breeding season, and what is known to be
the calving season, for baleen whales~Gaskin, 1982; Stewart
and Leatherwood, 1985!. It is male humpback whales that
sing complex songs~Tyack, 1981; Darling and Be´rubé,
2001!, and there is limited evidence that it is male blue
whales~McDonaldet al., 2001! and fin whales~Croll et al.,
2002! that produce loud, repetitive series of vocalizations.
These long, repeating series of sounds made by male baleen
whales during the winter months may be an advertisement
signal ~Tyack, 1981; Watkinset al., 1987!, similar to that
produced by males of many terrestrial species during the
breeding season~cf. Clutton-Brock and Albon, 1979; Searcy
and Yasukawa, 1996; Gerhardt and Huber, 2002!. Vocal ad-
vertisement could potentially occur year-round, as baleen
whales are known to produce sounds in all months of the
year ~Clark and Gagnon, 2002!, but probably peaks during
the wintertime breeding season. Thus, increased vocal activ-
ity during the breeding season may be one explanation for
the seasonal pattern of detections in these data.

In addition to this potential seasonal change in vocal
behavior, the high numbers of detections during the winter
months may also be due to an increase in the number of
vocalizing individuals in the areas monitored by our hydro-
phones. Most baleen whales are distributed in productive,

high-latitude regions during the summer, and migrate to less-
productive, lower-latitude areas, sometimes far offshore, for
calving and breeding in the winter months~Gaskin, 1982!.
Our array is in an area that could be a migratory destination
or route for baleen whales. In other areas of the North Atlan-
tic, the number of vocalizations detected has been strongly
correlated (r .0.85) with the estimated number of individu-
als heard~Clark and Charif, 1998!, and it therefore seems
likely that the higher numbers of detections here are indica-
tive of more vocalizing whales in the region. Because blue
and fin whales vocalize in all months of the year~Clark and
Charif, 1998; Charif and Clark, 2000; Staffordet al., 2001;
Clark and Gagnon, 2002! and very few of these vocalizations
are detected on this mid-Atlantic array during the summer
months, the number of vocalizing animals in the vicinity of
this array during the summer months must be small. Airgun
activity also peaks during the summer, but it is unlikely air-
guns are completely obscuring whale sounds, as calls are
detected during some months of frequent airgun occurrence
in the fall, and the repetition rate of airguns is such that most
whale sounds can be detected between pulses~Fig. 8! ~cf.
Clark and Charif, 1998!. Thus, the seasonal signal in our data
may be due to changes in both the vocal activity and the
distribution of the whales. These explanations are not mutu-
ally exclusive, nor does the explanation for one species nec-
essarily apply to other species. These hypotheses cannot be
tested with the data presented here but suggest directions for
future research.

A. Fin and blue whales

The most common vocalizations recorded on our array
were sounds from fin and blue whales. Fin whale detections
far outnumbered those from blue whales in this study, despite
the fact that we could probably detect the loud, very-low-
frequency blue whale calls~SL5188 dB re: 1 mPa at 1 m;
Cummings and Thompson, 1971! at greater distances from
our array than the somewhat quieter, higher-frequency fin
whale sounds~SL5183 dBre: 1 mPa at 1 m; Cummings and
Thompson, 1994!. The fin whale was also the species heard
most often on other North Atlantic arrays~Clark, 1995; Clark
and Charif, 1998!. This is likely a reflection of the relative
number of animals; the fin whale population estimate for the
North Atlantic is approximately 50 000 animals, while that of
the blue whale is 1000–2000 animals~Sigurjonsson, 1995!.

Both fin and blue whale sounds were recorded primarily
on the two northern hydrophones~;32–35 °N!, less on the
central hydrophones~;26 °N!, and least on the southern hy-
drophones~;17 °N!. This pattern agrees with what we know
of their distribution from whaling, visual survey, and other
acoustic survey data. Very little is known of fin and blue
whale migratory movements, and it is currently unclear
where calving, mating, and wintering occur~Jonsgard, 1966;
Waring et al., 2002!. For both species, the summer feeding
range is limited to the north by the ice edge, and may extend
as far south as the British Isles in the eastern Atlantic and the
Carolinas in the western Atlantic~Jonsgard, 1966; Rorvik
and Jonsgard, 1981!. In winter, this distribution likely shifts
further south and offshore~Kellogg, 1929; Rorvik and Jons-
gård, 1981; Sigurjonsson, 1995!. Sighting and stranding data

FIG. 8. ~a! Spectrogram and time series of a series of airgun pulses, an
earthquake~arrow!, and a series of blue whale A–B calls recorded on the
NE hydrophone, 11 February 2000@spectrogram parameters same as in Fig.
2~a!#.
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from fall and winter months record these species as far south
as the Gulf of Mexico, the Mediterranean Sea, and the coast
of northwest Africa ~;21 °N! ~Kiripichnikov, 1950; Jons-
gård, 1966; Sergeant, 1977; Rorvik and Jonsga˚rd, 1981; Sig-
urjonsson, 1995!. Given that our hydrophone array is far
offshore and south of estimated fin and blue whale habitat, it
is not surprising that the majority of detections was on the
northernmost hydrophones. The near absence of these sounds
on the southernmost hydrophones may show that blue and fin
whales do not vocalize at this latitude or that they do not
occur this far south.

B. Minke whales

Although the sampling rate of our hydrophones pre-
vented us from detecting the full 25–800-Hz bandwidth of
minke whale pulse trains~Winn and Perkins, 1976; Mel-
linger et al., 2000!, we did record at least some of the lower-
frequency parts of these sounds. Current population esti-
mates, based on data from visual surveys and whaling
records, suggest that there are over 100 000 minke whales in
the North Atlantic~Sigurjonsson, 1995!. Despite their abun-
dant numbers, minke whale sounds were recorded relatively
rarely by our array; these sounds were typically detected in
less than 10% of the hours sampled. Minke whale sounds are
of lower amplitude~;165 dBre: 1 mPa at 1 m; Schevill and
Watkins, 1972! than blue and fin whale vocalizations and
therefore may be detected by our hydrophones only when
whales are in close proximity to the array.

Unlike the fin and blue whale sounds, most of our minke
detections were on the central and to a lesser extent the
southern hydrophones. Few detections were made on the
northern hydrophones, and the majority of these was on the
NE hydrophone. Minke whale distribution is generally lim-
ited to the north by ice, and to the south distribution extends
to the tropics, including Bermuda, Puerto Rico, the West In-
dies ~Winn and Perkins, 1976; Mitchell, 1991; Mellinger
et al., 2000! and possibly to more offshore, deep-ocean wa-
ters in winter~Horwood, 1990; Mitchell, 1991!. Very little is
known of the distribution of minke whales in the southeast-
ern North Atlantic. There are a few scattered sightings of
minke whales at 20 °N 20 °W and at 11 °N 22 °W~Folkow
and Blix, 1991! and in the Azores during May and June, and
to a lesser extent July and August~Bento, 2002!. It is unclear
why we did not record more minke whale vocalizations on
the northern hydrophones~;31 °N! given this species’s dis-
tribution; perhaps vocalizing minke whales do not move
within range of our array very often at this latitude, or per-
haps they are not vocalizing while at this latitude. Many
minke pulse trains may also have been missed because they
were above the 50-Hz upper frequency limit of the filtering/
recording system. More data will be needed to explain the
paucity of recordings on these northern hydrophones.

As with the fin and blue whale data, there was a marked
seasonal pattern in detections of minke whale vocalizations.
Pulse trains were detected from November to April, peaking
in December–February; very few sounds from minke whales
were recorded during the summer months. This pattern
agrees with findings of other acoustic studies in the North
Atlantic. In the West Indies and Bermuda, sounds attributed

to minke whales were recorded from October to April~Gag-
non and Clark, 1993; Clark, 1994; Nishimura and Conlon,
1994; Clark, 1996! and in the eastern North Atlantic~28 °N
20 °W! in December~Folkow and Blix, 1991!. Northeast of
our array, minke whale sounds were detected from Septem-
ber to November in SOSUS data~Clark et al., 2003!. If
minke whales breed in open ocean areas~Sigurjonsson,
1995!, they could be moving into range of our array, and
increasing their vocal activity during the winter months.

C. Downsweep vocalizations

In our data, detections of the simple and pulsive down-
sweep vocalizations that are potentially baleen whale sounds
were quite limited. Most detections were during the winter
months, but a few detections were as late as April. These
sounds could be from humpback whales; we would expect to
record humpback song or song fragments on our hydro-
phones during the winter, as this array is positioned within
the migratory route of, and adjacent to, humpback wintering
grounds ~Charif et al., 2001; Clapham and Mead, 1999;
Stevicket al., 1998; Palsbollet al., 1997!. Most sounds pro-
duced by singing humpbacks are above the 50-Hz cutoff fre-
quency for our instruments, so identifying these sounds de-
finitively as humpback whale vocalizations is difficult. Clark
and Charif~1998! point out that humpback whale sounds are
of lower intensity than other baleen whale sounds, and so
detection range will be limited. These sounds could also be
from blue or fin whales, as they are similar to sounds tenta-
tively attributed these species~respectively, C. Berchok and
C. Clark, personal communication 2003!. In the future we
plan to increase the sampling rate of the hydrophones to help
determine the true nature of these sounds.

D. Airguns

Since this hydrophone array was deployed, the periodic
impulses produced by seismic exploration vessels operating
around the Atlantic basin were the dominant signal detected.
Concern over the potential effects of anthropogenic noise on
marine life has been such that the National Research Council
of the ~U.S.! National Academy of Science has commis-
sioned three studies on this topic to date~NRC 1994, 2000,
2003!. Although seismic airgun arrays are designed to direct
the majority of emitted energy downward through the seaf-
loor, their sound emission horizontally is also significant
~NRC, 2003!. Airgun survey vessels were often located 3000
km or more from our array~Fig. 1!, yet airgun pulses were
still clearly recorded on each hydrophone. The broadband
frequency range and repeated firing of these guns make them
a major contributor to the low-frequency sound field in the
North Atlantic.

Airgun activity in shallow water has been shown to sig-
nificantly damage the ears of fish~McCauley et al., 2000!
and has been implicated in the stranding of beaked whales
~Malakoff 2002; NRC 2003!. Its effect on the baleen whales
studied here is unknown; possible effects include masking of
conspecific sounds, increased stress levels, changing vocal-
izations, and ear damage~Richardsonet al., 1995!. Most of
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the seismic vessels we located were operating in marine
mammal habitat, including that of the critically endangered
northern right whale.

Airgun pulses were recorded year-round but were most
common from late spring through fall. This pattern is the
opposite of the peak occurrences for all baleen whale calls. It
is possible that the seasonal patterns seen in baleen whale
calls are due to airgun interference: that is, the calls are pro-
duced in the summer months but obscured by airguns. How-
ever, because calls are detected during some months of fre-
quent airgun occurrence in the fall, because the repetition
rate of airguns is such that most whale sounds can be de-
tected between pulses~Fig. 8!, and because the data were
visually inspected, we don’t believe that many calls were
missed due to interference~cf. Clark and Charif, 1998!.

VI. CONCLUSIONS

Sounds from fin, blue, minke, and possibly another spe-
cies of baleen whale were recorded on six autonomous hy-
drophones moored near the Mid-Atlantic Ridge. The low
sampling rate of our recordings and the unknown acoustic
repertoire of other species made the identity of some vocal-
izations uncertain. Recording data at a higher sampling rate
could help determine the origin of this call type and provide
data on the full frequency range of minke whale calls and the
recently documented short, narrow-band sounds produced by
Bryde’s whales~B. edeni! ~Olesonet al., 2003!. In addition,
given the recent interest in the contribution of airgun noise to
the marine environment and its potential adverse effects on
marine mammals~cf. NRC 2000, 2003!, we recommend con-
tinued monitoring of this area airgun sounds and a more
formal measurement of this source of noise.

The utility of remote acoustic monitoring has been well
established for determining the occurrence of calling whales
in regions and during times that are not feasible for tradi-
tional visual survey methods~Clark and Charif, 1998;
Stafford et al., 1999, 2001; Watkinset al., 2000; Mellinger
et al., 2003, 2004!. The constraints of interpreting such
acoustic data include the difficulty of associating the number
of sounds recorded with the number of animals present, the
detection range of the sounds, and seasonal, behavioral, and
demographic variation in calling behavior data~Clark and
Charif, 1998; Mellinger and Barlow, 2003!. If remotely ac-
quired acoustic data are to provide the information necessary
for the management and recovery of large whales, future
efforts must address these obstacles. Despite the limitations,
the acoustic data from this array have given us insight into
the vocal behavior and occurrence of highly mobile, migra-
tory animals in a very remote part of the Atlantic Ocean that
has traditionally been difficult to survey.
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Erratum: ‘‘Forward scattering of pulses from a rough sea
surface by Fourier synthesis of parabolic equation solutions’’
[J. Acoust. Soc. Am. 114, 1266–1280 (2003)]
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PACS numbers: 43.20.Fn, 43.30.Hw, 43.10.Vx@SLB#

In the introduction, the reference to the work where con-
formal mapping was implemented within the computer
model FEPE is incorrect. The reference given@Ref. 7, M. D.
Collins, ‘‘Application and time-domain solution of higher
order parabolic equations in underwater acoustics,’’ J.
Acoust. Soc. Am.86, 1097–1102~1989!# is only concerned
with the development of the FEPE computer model. The

appropriate reference for the development of the FEPE-CM
~FEPE/EFEPE coupled to the conformal mapping algorithm!
is missing. The implementation of a conformal mapping al-
gorithm to include the effects of a deterministic rough sur-
face ~based on the work by Dozier@Ref. 6, J. Acoust. Soc.
Am. 75, 1415–1432~1984!#! within FEPE/EFEPE was car-
ried out and validated in the following paper:

Norton, G. V., Novarini, J. C., and Keiffer, R. S., ‘‘Coupling scattering from
the sea surface to a one-way marching propagation model via conformal
mapping: Validation,’’ J. Acoust. Soc. Am.97, 2173–2180~1995!.

a!Now at: Systems Engineering Assessment~SEA!, Beckington Castle, PO
Box 800, Frome, BA11 6TB, England.
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